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Conjunction is right adjoint to duplication.

$$
\begin{gathered}
\frac{(z \Rightarrow a) \wedge(z \Rightarrow b)}{z \Rightarrow(a \wedge b)} \\
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Universal quantification is right adjoint to weakening.

$$
\begin{gathered}
\frac{Q^{*}(a,[b]) \Rightarrow P(a, b)}{Q(a) \Rightarrow \forall b \cdot P(a, b)} \\
2^{A \times B}\left(\pi^{*}(Q), P\right) \simeq 2^{A}\left(Q, \forall_{\pi}(P)\right)
\end{gathered}
$$
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\begin{aligned}
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Then $\mathcal{P}:=\operatorname{Set}(-, 2): \operatorname{Set}^{\mathrm{op}} \rightarrow$ Pos gives triple adjoints:

$$
X \xrightarrow{f} Y \quad \mapsto \quad \mathcal{P}(X) \underset{\forall_{f}}{\stackrel{\exists_{f}}{\leftarrow f^{*}-}} \mathcal{P}(Y)
$$
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## Generalized elements

A subset $V \mapsto Y$ is a particular kind of generalized element. Any function induces a preimage equivalence relation, which partitions the domain.

We can understand $u: A \rightarrow Y$ as a $Y$-indexed family of "fibers"

$$
\left\{A_{y}:=f^{*}(y) \mid y \in Y\right\}
$$

Because $A$ is a set, we have that $A \simeq \sum_{y} A_{y}$. Yet we also have $\prod_{y} A_{y}$, which projects onto $Y$. This can be understood as a set of sections: choose a $y$ coordinate, and get something in its fiber.

An important lesson from arithmetic is that

$$
\begin{aligned}
& \text { products } \sim \text { indexed sums } \\
& \text { exponents } \sim \text { indexed products. }
\end{aligned}
$$
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We can understand Set/ $Y$ as "the world relative to $Y$ ". Consider Y as the set of types in a universe of discourse.

$$
[a: y]:=[u(a)=y]
$$

Generalized elements of $Y$ are $Y$-typed contexts, and morphisms are changes in context.
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$$
\begin{aligned}
& \Sigma_{f}(B)_{y}=\sum_{f(z)=y} B_{z} \\
& \Pi_{f}(B)_{y}=\prod_{f(z)=y} B_{z}
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$$

## Indexed co/product

We define adjoints to pullback in the same way as we did for preimage:

$$
\begin{aligned}
\Sigma_{f}(B)_{y} & =\sum_{f(z)=y} B_{z} \\
\Pi_{f}(B)_{y} & =\prod_{f(z)=y} B_{z}
\end{aligned}
$$

These satisfy a universal property which is the indexed form of co/product.
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Theorem
Let $\mathcal{C}$ be a category with pullbacks. For all $f: a \rightarrow b$,
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$$

has a left adjoint $\Sigma_{f}$, given by postcomposition.
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## Definition

A locally cartesian closed category $\mathcal{C}$ is a category in which every slice category $\mathcal{C} / c$ is cartesian closed.

Theorem
Let $\mathcal{C}$ be a category with pullbacks. For all $f: a \rightarrow b$,

$$
f^{*}: \mathcal{C} / b \rightarrow \mathcal{C} / a
$$

has a left adjoint $\Sigma_{f}$, given by postcomposition.
$\mathcal{C}$ is locally cartesian closed iff $f^{*}$ has a right adjoint $\Pi_{f}$.
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