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Biodiversity	  maintenance:	  Niche	  or	  Neutral?	  
•  Niche	  theory	  proposes	  species	  differences	  allow	  coexistence	  

of	  compe4tors	  
→ stable	  coexistence	  (i.e.	  species	  can	  invade	  from	  low	  abundance)	  	  

→ species	  richness	  determined	  by	  number	  of	  niches	  

→ species’	  rela;ve	  abundance	  determined	  by	  rela;ve	  prevalence	  of	  
their	  niches	  

•  Neutral	  theory	  proposes	  coexistence	  of	  compe4tors	  is	  due	  
to	  species	  similari4es	  
→ dynamics	  are	  not	  stable,	  instead	  dominated	  by	  stochas;city	  

→ species	  richness	  determined	  by	  balance	  between	  coloniza;on/
specia;on	  and	  ex;nc;on	  

→ species’	  rela;ve	  abundances	  shaped	  by	  stochas;city	  and	  dispersal	  
limita;on	   3	  



In	  the	  context	  of	  the	  Lotka-‐Volterra	  
compe44on	  model	  (with	  K1=K2=K):	  
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What	  is	  the	  idea	  behind	  Niche	  Theory?	  
Coexistence	  through	  species	  differences	  
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•  Mac	  Arthur	  and	  Levins	  (1967)	  derived	  the	  principle	  of	  limi4ng	  similarity	  from	  
model	  of	  compe44on	  among	  species	  on	  a	  ‘niche’	  axis:	  
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What	  is	  the	  idea	  behind	  Niche	  Theory?	  
The	  differences	  have	  to	  be	  large	  enough!	  
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•  early	  defini4on	  of	  niche	  (Grinnell	  1917):	  	  
set	  of	  condi;ons	  allowing	  persistence	  of	  popula;on	  

	  
•  here	  I	  am	  taking	  a	  defini4on	  of	  niche	  
differences	  focused	  on	  what	  enables	  stable,	  
robust	  coexistence	  of	  compe4tors:	  
differences	  in	  interac;on	  with	  “regula;ng	  factors”	  
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Factors	  that	  influence	  and	  are	  influenced	  by	  
popula4on	  sizes	  e.g.	  classic	  “resource”,	  or	  number	  
of	  available	  patches	  with	  required	  condi4ons	  

	  	  

What	  is	  the	  idea	  behind	  Niche	  Theory?	  
Differences	  in	  interac9on	  with	  regula9ng	  factors	  

Can	  show	  such	  differences	  
are	  present	  when	  
coexistence	  is	  robust	  across	  
a	  large	  family	  of	  models:	  	  

Barabas,	  Pastor,	  Meszena,	  
Ostling	  Ecology	  Le%ers	  
(2014)	  



In	  the	  context	  of	  the	  Lotka-‐Volterra	  
compe44on	  model	  (with	  K1=K2=K):	  
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What	  is	  the	  idea	  behind	  Neutral	  Theory?	  
Coexistence	  through	  Similarity	  



Local	  community	  at	  carrying	  capacity	  
In	  each	  death	  and	  replacement	  event:	  

–  a	  randomly	  chosen	  individual	  dies,	  and	  
then…	  

2	  op4ons:	  
–  with	  probability	  m,	  it	  is	  replaced	  with	  the	  

offspring	  of	  a	  random	  individual	  from	  the	  
regional	  community	  (“metacommunity”)	  

or	  
–  with	  probability	  (1-	  m) it	  is	  replaced	  with	  

an	  offspring	  of	  a	  random	  individual	  in	  the	  
local	  community	  

m 	  	  	  	  =	  immigra4on	  rate	  	  
 

Assumes	  all	  individuals	  are	  	  
demographically	  equivalent	  

Metacommunity	  

What	  do	  Neutral	  Models	  look	  like?	  

Neutral	  Model:	  	  Local	  community	  
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Neutral	  Model:	  	  Metacommunity	  

Metacommunity	  at	  carrying	  capacity	  
In	  each	  death	  and	  replacement	  event:	  

–  a	  randomly	  chosen	  individual	  dies,	  and	  
then…	  

2	  op4ons:	  
–  with	  probability	  ν,	  it	  is	  replaced	  with	  an	  

individual	  of	  a	  new	  species	  
or	  
–  with	  probability	  (1-‐ν) it	  is	  replaced	  with	  

the	  offspring	  of	  a	  randomly	  chosen	  
individual	  

ν	  	  	  	  	  =	  specia4on	  rate	  	  
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What	  do	  Neutral	  Models	  look	  like?	  

Local	  community	  predic4ons	  depend	  on	  θ=2JMν and m	  	  



Species	  abundance	  distribu6on	  
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P(n, t) ≡ probability	  species	  has	  abundance	  n	  
at	  4me	  t	  aeer	  arising	  from	  specia4on	   !P(n) = δn0

Note:	  
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Species	  abundance	  distribu6on	  
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Species	  clearly	  differ	  in	  traits,	  and	  oCen	  in	  ways	  
that	  could	  stabilize	  coexistence.	  

	  

•  How	  strong	  of	  a	  role	  do	  differences	  play	  in	  
maintaining	  diversity?	  	  	  
–  Are	  there	  enough	  niches	  for	  all	  species?	  	  
–  How	  strongly	  stabilized	  is	  the	  coexistence?	  

•  How	  strong	  of	  a	  role	  do	  they	  play	  in	  shaping	  
species’	  rela4ve	  abundances	  and	  other	  pa%erns	  
of	  community	  structure?	  

12	  

However,	  what	  is	  less	  clear	  is…	  



Neutral	  Theory	  may	  not	  be	  true.	  	  But…	  

PaJerns	  in	  Community	  Structure	  

Niches,	  Habitat	  filtering!	  

Neutral	  theory	  as	  a	  “Null	  Model”	  
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•  Species	  richness	  &	  degree	  of	  consistency	  of	  composi4on	  
•  Species	  abundances	  and	  the	  distribu4on	  of	  abundance	  

across	  species	  (i.e.	  how	  many	  rare	  versus	  common	  species)	  



Problems	  with	  exis6ng	  tests	  of	  Neutral	  Theory	  

•  When	  neutral	  theory	  has	  succeeded,	  seems	  a	  
stochas4c	  niche	  model	  could	  do	  just	  as	  well	  

•  When	  neutral	  theory	  has	  failed,	  typically	  easy	  to	  
argue	  due	  to	  neutral	  model	  used	  ignoring	  
“demographic	  complexity”	  that	  has	  li%le	  to	  do	  
with	  niches	  
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Tes6ng	  Neutral	  Theory	  in	  ecology	  vs.	  in	  evolu6onary	  
biology	  

•  In	  evolu4onary	  biology	  context,	  can	  deal	  with	  
‘demographic	  complexity’	  using	  calibra4on	  on	  a	  
large	  number	  of	  genes,	  or	  comparisons	  across	  
similar	  species	  

•  In	  ecological	  context,	  more	  difficult	  to	  achieve	  
calibra4on	  or	  comparison	  
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Overcoming	  problems	  with	  tests	  of	  Neutral	  Theory	  

•  Figure	  out	  what	  differences	  in	  community	  structure	  are	  
produced	  by	  niches	  through	  study	  of	  stochas4c	  niche	  
models	  

	  

•  Figure	  out	  what	  demographic	  complexity	  is	  important	  to	  
neutral	  model	  predic4ons	  

•  Figure	  out	  how	  to	  construct	  tests	  of	  neutral	  theory	  so	  
that	  we	  can	  ignore	  more	  of	  the	  demographic	  complexity	  
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Study	  stochas4c	  version	  of	  Lotka-‐Volterra	  compe44on	  on	  trait	  axis:	  
	  Niches	  emerge	  on	  the	  trait	  axis.	  	  
	  Species	  clustered	  rather	  than	  dispersed	  if	  #	  species	  >	  #	  niches.	  	  	  
	  Larger	  effect	  of	  niches	  on	  SAD	  than	  previously	  thought.	  
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niche	  neutral	  

Our	  stochas6c	  niche	  model	  



Overcoming	  problems	  with	  tests	  of	  Neutral	  Theory	  

•  Figure	  out	  what	  differences	  in	  community	  structure	  are	  
produced	  by	  niches	  through	  study	  of	  stochas4c	  niche	  
models	  

	  

•  Figure	  out	  what	  demographic	  complexity	  is	  important	  to	  
neutral	  model	  predic4ons	  

•  Figure	  out	  how	  to	  construct	  tests	  of	  neutral	  theory	  so	  
that	  we	  can	  ignore	  more	  of	  the	  demographic	  complexity	  
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The maximum information entropy (MaxEnt) principle is
a successful method of statistical inference that has
recently been applied to ecology. Here, we show how
MaxEnt can accurately predict patterns such as species–
area relationships (SARs) and abundance distributions in
macroecology and be a foundation for ecological theory.
We discuss the conceptual foundation of the principle,
why it often produces accurate predictions of probability
distributions in science despite not incorporating explic-
it mechanisms, and how mismatches between predic-
tions and data can shed light on driving mechanisms in
ecology. We also review possible future extensions of
the maximum entropy theory of ecology (METE), a po-
tentially important foundation for future developments
in ecological theory.

The MaxEnt principle in ecology
MaxEnt is a widely accepted statistical inference proce-
dure [1,2] that has advanced predictive capacity in topics
as diverse as thermodynamics [1,2], economics [3], foren-
sics [4], imaging technologies [5–7], and recently ecology
[8–20]. MaxEnt has been proven to produce the least-
biased predictions of the shapes of probability distributions
consistent with prior knowledge constraining those distri-
butions [1,2] (Box 1). Its introduction to ecology has led to
two major advances in landscape-level inference. First is
the development of an ecological niche modeling software
named ‘MaxEnt’ [8], which has facilitated mapping species
distributions, conservation planning [16,17], and predict-
ing wildfire activity [18]. The second advance, which is the
focus here, is to theory building in ecology [11–14,19,20],
and is exemplified by the METE [12–14].

MaxEnt is a powerful method of predicting probability
distributions, but it is not immediately obvious that it can
provide a foundation for building an ecological theory of
biodiversity. If it can do so, such a theory would differ from
traditional ecological theories and models built around
explicit choices of dominant driving mechanisms. In fact,
it is the complexity of mechanisms in ecology that motivates
this statistical approach to theory building. Given that a
vast number of mechanisms influence organisms and their

interactions, and so many traits distinguish organisms, it is
difficult to select the most influential of these and build
theory upon them. The MaxEnt method avoids having to
make that selection. As we show, MaxEnt can provide
accurate predictions of patterns in macroecology, and also
help identify the mechanisms that matter most.

Below, we describe the structure, successes, and failures
of METE. We present reasons why theory lacking explicit
mechanisms can nevertheless successfully predict pat-
terns in ecology, and explain how failures in such theory
can help identify dominant mechanisms. We also review
how and why the MaxEnt formalism works. Finally, we
discuss prospects for MaxEnt becoming the foundation for
a macroecological theory of biodiversity.

What is METE and what can it predict?
The METE is a spatially explicit theory of biodiversity,
abundance, and resource allocation, based on the principle
of maximization of information entropy (MaxEnt; Box 1).
METE is applicable across habitat types, spatial scales,
and choices of taxonomic groups.

By analogy with the state variables such as pressure and
volume that describe the macroscopic state of a thermody-
namic system, METE describes an ecological community
with ecological state variables, such as the total number of
individuals and species, and total metabolic rate, within
some specified taxonomic group and within some specified
geographic area. In thermodynamics, the distribution of
molecular velocities and other detailed properties of the
system can be inferred from the constraints imposed by
its state variables. Similarly, from the constraints imposed
by the ecological state variables, METE can predict, across
spatial scales and without adjustable parameters, the
shapes of distributions, such as that of individual across
species, species across space, and body sizes across individ-
uals within ecological communities.

A variety of specific models, characterized by different
choices of state variables, can be used to create different
realizations of the theory. The original model, ASNE,
predicts how metabolic energy is distributed over individ-
uals, and how individuals are distributed over species and
area (Box 2). ASNE specifies as state variables the area
under consideration, A0; the number of species within some
selected taxonomic group, S0; the total number of individ-
uals in those species, N0; and the total metabolic rate of all
those individuals, E0. From the constraints imposed by
these state variables, application of the MaxEnt inference
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A number of fundamental mathematical models of the evolution-
ary process exhibit dynamics that can be difficult to understand
analytically. Here we show that a precise mathematical analogy
can be drawn between certain evolutionary and thermodynamic
systems, allowing application of the powerful machinery of sta-
tistical physics to analysis of a family of evolutionary models.
Analytical results that follow directly from this approach include
the steady-state distribution of fixed genotypes and the load in
finite populations. The analogy with statistical physics also reveals
that, contrary to a basic tenet of the nearly neutral theory of
molecular evolution, the frequencies of adaptive and deleterious
substitutions at steady state are equal. Finally, just as the free
energy function quantitatively characterizes the balance between
energy and entropy, a free fitness function provides an analytical
expression for the balance between natural selection and stochas-
tic drift.

genetic drift ! genetic load ! neutral theory ! steady state ! fundamental
theorem of natural selection

Even very simple mathematical models of the evolutionary
process can be surprisingly difficult to understand analyti-

cally. For example, the Wright–Fisher process with viability
selection, a relatively basic set of rules modeling stochastic
reproduction and selection, gives rise to a probability distribu-
tion of allele frequencies that was revealed only through Kimu-
ra’s application of diffusion theory and his solution of the
resulting set of differential equations (1, 2). Similarly, Fisher’s
well known geometric model of evolution (3), in which adaptive
change is represented by stepwise movement of a point toward
the center of a hypersphere, has been studied by moment
approximation and simulation (4–6), but exact analytical ex-
pressions for many quantities of interest remain inaccessible. In
view of the analytic difficulties presented by our most basic
models of evolution, new approaches that render large families
of models more accessible could prove important both in
furthering our understanding of the evolutionary process and in
producing basic theoretical results useful in population genetic
analysis of sequence data. Here we show that statistical physics
furnishes one such approach.

Historical efforts to apply the methods of physics to the
problems of biology can be divided into two rather different
pursuits. In one, organisms, populations, or ecosystems are
viewed as systems that, despite their emergent complexity, are
subject to physical laws operating at lower levels of organization
(7, 8). Attempts are then made to move from a lower level of
organization, at which a physical system is analyzed, to higher
levels of organization, at which biological systems are observed.
This is not the approach we adopt here. In a very different
pursuit, a parallel is drawn between a well understood physical
system and a reduced or abstracted biological system; if it is
sufficiently complete, the parallel allows the application of tools
developed in the physical sciences to the analysis of biological
systems. Successful examples of this approach include Kimura’s
application of diffusion theory (2) and Hopfield’s analogy
between neural networks and spin glasses (9, 10). Here we show

that a very precise mathematical analogy can be developed
between certain evolutionary and thermodynamic systems. This
is a useful finding, because it allows us to apply the powerful tools
of statistical physics to the analysis of simple evolutionary
models, yielding several results.

In the present work, we concentrate on the family of models
that depict the evolutionary process as a succession of mutant
fixations, each of which occurs on the genetic background of the
population’s previous common ancestor. These models neglect
linked polymorphism and the possibility of temporally overlap-
ping fixations. Such effects are treated in other families of
population genetic models (e.g., refs. 11–13), but we reserve for
future work the extension of the methods developed here to
those important problems. The successive fixation models ex-
amined here provide a decent approximation to the realistic
population dynamic in systems in which the fixation probability
of a mutation is not affected by other segregating alleles, with the
obvious exception of the allele from which the new mutant was
derived. (This condition holds when the product of the popula-
tion size and the mutation rate is small, i.e., N! !! 1.) Perhaps
more importantly, as we will consider in the Discussion, the
models examined here provide natural null models for nearly
neutral evolution, with which alternative models involving more
complex processes can be compared.

A general result that derives from the application of statistical
physical methods to simple evolutionary models contradicts a
basic tenet of the nearly neutral theory of molecular evolution.
We therefore briefly review here the history and significance of
that basic assumption. If the majority of evolutionary substitu-
tions are truly neutral, the molecular divergence between two
species is expected to be proportional to the number of gener-
ations that have elapsed since their separation (14). This pre-
diction is contradicted by the observation that the rate of
evolution appears to be roughly constant across organisms with
dramatically different generation times (ref. 15, p. 38). To
explain this relatively constant rate of evolution (among several
other observations), Ohta (16) suggested that ‘‘. . . the majority
of the amino acid substitutions in evolution, although subject to
random genetic drift, are not completely neutral but rather very
slightly selected against.’’ If organisms with shorter generation
times also have larger populations, Ohta reasoned, the reduced
probability of fixation of slightly deleterious mutations in larger
populations could offset the larger number of generations per
year, resulting in a rate of evolution that does not depend on
generation time.

It is important to note that Ohta’s (16) suggestion that most
substitutions are slightly deleterious does not lead necessarily to
the (rather absurd) notion that all organisms are experiencing an
ineluctable decline from an original state of perfect adaptation.
The alternative to such steady decay is simply that each adaptive
fixation compensates for many slightly deleterious fixations,
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