ASYMPTOTIC EXPANSION OF THE STOKES SOLUTIONS AT SMALL VISCOSITY: THE CASE OF NON-COMPATIBLE INITIAL DATA
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Abstract. Without imposing the so-called compatibility condition on the initial data, we obtain an asymptotic expansion of the Stokes solutions at small viscosity $\varepsilon$ as the sum of the linearized Euler solution and a corrector function, which balances the discrepancy on the boundary of the Stokes and the linearized Euler solutions. Using such an expansion and smallness of the corrector, as the viscosity $\varepsilon$ tends to zero, we obtain the uniform $L^2$ convergence of the Stokes solutions to the linearized Euler solution with rate of order $\varepsilon^{1/4}$.
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1. Introduction

The motion of an incompressible viscous fluid, in a smooth and bounded domain, is described by the Navier-Stokes equations, which is classically supplemented with the no-slip boundary condition, i.e., the fluid is at rest on the boundary. In fluid dynamics, one interesting open problem is to study the asymptotic behavior of the Navier-Stokes solution at small viscosity in a bounded domain. More precisely, considering the Euler equations (with the same initial data and external force as for the Navier-Stokes) as the inviscid limit of the Navier-Stokes equations, we are interested in the so-called vanishing viscosity limit problem to verify if the Navier-Stokes solution converges to the Euler solution as the viscosity tends to zero in, e.g., $L^2$ in space uniform in time. Being first-order, the Euler equations need only the impermeable boundary condition, reflecting no entry or exit of fluid from the domain. Hence, due to the discrepancy between the Navier-Stokes and Euler solutions at the boundary, we expect the boundary layers to occur. Prandtl [23] was the first to make real progress on analyzing these boundary layer effects, and much of a pragmatic nature has been discovered. However, up to this point, the mathematical understanding is still very inadequate to answer the vanishing viscosity limit problem. Concerning the boundary layer analysis related to the Navier-Stokes equations, we refer the readers to, e.g., [3, 4, 7, 8, 9, 10, 13, 17, 18, 25, 29, 30].

In study of the viscous boundary layers, some simplified models of the Navier-Stokes equations can be made useful, in which the effects of nonlinearity and/or the divergence-free constraint are weakened. For instance, in, e.g., [15, 16], asymptotic behavior of the radially symmetric flow in a unit disk is studied where the Navier-Stokes equations are reduced essentially to a 1D heat equation in the radial variable $r \in [0,1)$. For this simple model, one can prove that the vanishing viscosity limit holds true. Moreover, it is known that the difference of the viscous (Navier-Stokes) and inviscid (Euler) solutions near the boundary, i.e., at $r=1$, can be described by

$$-2V_0(r=1)\text{erfc}\left(\frac{1-r}{\sqrt{2\varepsilon t}}\right) - 2\int_0^t F(r=1,t=s)\text{erfc}\left(\frac{1-r}{\sqrt{2\varepsilon(t-s)}}\right) ds,$$  \hspace{1cm} (1.1)

---
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where \( V_0 \) and \( F \) are the initial data and external force of the viscous and inviscid problems, and \( \text{erfc}(\cdot) \) is the complimentary error function defined in (4.7) below. Hence we see that the boundary layer of the radially symmetric flow is caused in part by the ill-prepared initial data \( V_0 \), which does not vanish on the boundary, and by the external force \( F \). (The boundary layer caused by an ill-prepared initial data can be understood physically as an impulsively started motion at \( t = 0 \) near the boundary.) Furthermore, from (1.1), we see that the boundary layer caused by \( V_0 \) is more problematic to handle than that produced by \( F \), because its derivatives in \( r \) or \( t \) are more singular in time than the derivatives of the boundary layer caused by \( F \).

In this sense, we notice that it is crucial to handle the case of ill-prepared initial data in the boundary layer analysis of viscous fluids. Similar type of analysis is valid for other symmetric flows as well, e.g., the so-called plane-parallel or infinite-pipe flow studied in, e.g., [19, 20, 22] or [12, 21].

As another type of simplifications of the Navier-Stokes equations, by linearizing around the zero (or any divergence-free tangential flow), we obtain the Stokes (or Oseen) equations. Boundary layers of the Stokes equations are well-studied in, e.g., [5, 11, 27, 28]. As a closely related to the Stokes, but a bit more general problem, boundary layers of the Oseen type equations in a channel domain is studied in, e.g., [24]; see Remark 1.1 below. However, in the articles mentioned above, only the case of well-prepared initial data, which vanishes on the boundary, is considered. As explained in Section 3 of [24], to handle the case of ill-prepared initial data, one main difficulty is enforcing the divergence-free constraint on the corrector that satisfies the desired boundary condition. In [11] and [5], a divergence-free corrector is introduced while it causes a small error on the boundary. To manage this small error, the authors introduce the supplementary corrector as a solution of the stationary Stokes equations with a constant viscosity. But this approach requires the compatibility condition on the initial data.

In this article, as a continuation and generalization of earlier works mentioned above, we study the boundary layers of the Stokes equations for ill-prepared initial data; see (1.6) below. More precisely, we consider the Stokes equations in a bounded domain \( \Omega \) in \( \mathbb{R}^3 \) with smooth boundary \( \Gamma \),

\[
\begin{aligned}
\frac{\partial u^\varepsilon}{\partial t} - \varepsilon \Delta u^\varepsilon + \nabla p^\varepsilon &= f, \quad \text{in } \Omega \times (0,T), \\
\text{div } u^\varepsilon &= 0, \quad \text{in } \Omega \times (0,T), \\
\left. u^\varepsilon \right|_{t=0} &= u_0, \quad \text{in } \Omega, \\
\end{aligned}
\]  

(1.2)

where \( \varepsilon \) is small but strictly positive viscosity parameter, \( T > 0 \) is a fixed time, and \( f \) and \( u_0 \) are given smooth data satisfying (1.6).

We introduce the function spaces,

\[
\begin{aligned}
H &= \{ v \in L^2(\Omega) | \text{div } v = 0, v \cdot n = 0 \text{ on } \Gamma \}, \\
V &= \{ v \in H^1_0(\Omega) | \text{div } v = 0 \}, \\
V' &= \text{the dual space of } V. \quad \text{Here } n \text{ is the outer unit normal vector on } \Gamma.
\end{aligned}
\]

(1.3)

and \( V' \) as the dual space of \( V \). Here \( n \) is the outer unit normal vector on \( \Gamma \).

The existence, uniqueness, and regularity results for solutions of (1.2) are classical (see, e.g., [26]): For \( u_0 \in H \) and \( f \in L^2(0,T;V') \) there exists a unique solution \((u^\varepsilon,p^\varepsilon)\)
Formally setting $\varepsilon = 0$ in (1.2), we obtain the limit problem,

\[
\begin{cases}
\frac{\partial u^0}{\partial t} + \nabla p^0 = f, & \text{in } \Omega \times (0,T), \\
\text{div } u^0 = 0, & \text{in } \Omega \times (0,T), \\
u^0 \cdot n = 0, & \text{on } \Gamma \times (0,T), \\
u^0|_{t=0} = u_0, & \text{in } \Omega.
\end{cases}
\]

(1.5)

Our main task in this article is to construct a divergence-free corrector that balances the discrepancy on the boundary of the Stokes and linearized Euler solutions. Toward this end, as appearing in Section 4 below, we modify the method introduced in related works [7, 8, 25]. We believe that this method of constructing the corrector can be made useful in many boundary layer problems of incompressible flows. (See Section 6 as well for some remarks on the higher-order expansions of the Stokes solutions.)

Remark 1.1. The Oseen type equations considered in [24] is the linearization of the Navier-Stokes equations around a stationary and tangential velocity $U^\infty$. (When $U^\infty$ is equal to zero, we obtain the Stokes equations.) Especially for a channel domain case, as shown in [24], one can essentially get rid of the terms involved in $U^\infty$ by using the semi-Lagrangian coordinates on the time and tangential variables. Hence, we believe that our analysis in this article is applicable to the Oseen type equations in [24]. Boundary layers of the Oseen type equations in a 3D smooth domain with a general vector field $U^\infty$ will be studied elsewhere as a future project.

From the boundary layer analysis point of view, to study the asymptotic expansion of $u^\varepsilon$ with respect to small viscosity $\varepsilon$, a certain amount of regularity on the limit solution $u^0$ to (1.5) is required. Hence, throughout this article, we assume that

\[
u_0 \in H \cap H^4(\Omega), \quad f \in L^\infty(0,T;H \cap H^4(\Omega)),
\]

(1.6)

so that the limit problem (1.5) is well-posed with the regularity results in Lemma 2.1 below. Here we do not assume that the tangential component of $u_0$ vanishes on the boundary; i.e., the smooth initial data $u_0$ is in $H$ only, but not necessarily in $V$.

For the analysis below, we assume that the domain $\Omega$, which may not be convex, is connected and sufficiently regular:

\[
\Gamma \text{ is of class } C^5.
\]

(1.7)

However, since the boundary layer is a highly local phenomenon, all the analysis in this article can easily extend to treat more general domains in $\mathbb{R}^3$, enclosed by finitely many compact and simply connected boundaries, which do not intersect with each other.

The article is organized as follows: In Section 2, we prove the well-posedness of the linearized Euler equations (1.5) and then state the main result Theorem 2.7 on
the convergence of the Stokes solutions to the linearized Euler solution as the viscosity tends to zero. To establish the main result, in Section 3, a curvilinear system adapted to the boundary is introduced to manage the geometrical difficulties of the problem. In Section 4, by solving the Prandtl equation associated with the Stokes equations, we construct a divergence-free corrector which allows us to obtain an asymptotic expansion of the Stokes solution as the sum of the linearized Euler solution and the corrector. Here, using the fact that the main part of the corrector is essentially a heat solution in a half plane, we also derive some estimates on the corrector. In Section 5, by performing the energy estimates on the difference of the Stokes solution and the proposed asymptotic expansion, and by using the estimates on the corrector, we prove Theorem 2.7. In addition, concerning well-prepared initial data in (6.1), in Section 6, we demonstrate how one can generalize the method of constructing the corrector in this article to obtain the higher-order expansions of the Stokes solution at small viscosity.

2. Well-posedness of the limit problem and Main result

We first state and prove the well-posedness result of the linearized Euler equations (1.5):

**Lemma 2.1.** Under the assumption (1.6), for any time $T > 0$ there exists a unique solution $(u^0, p^0)$ ($p^0$ is unique up to an additive constant) of (1.5) such that

$$u^0 \in L^\infty(0,T; H \cap H^4(\Omega)), \quad \frac{\partial u^0}{\partial t} \in L^\infty(0,T; H \cap H^4(\Omega)), \quad (2.1)$$

and

$$p^0 \in L^\infty(0,T; H^5(\Omega)). \quad (2.2)$$

**Proof.** To determine the pressure $p^0$, from (1.5)$_{1,2}$, we infer that

$$\Delta p^0 = \text{div } f, \quad \text{in } \Omega. \quad (2.3)$$

Since $u_0$ is in $H$, differentiating (1.5)$_3$ in $t$, we see that $\partial (u^0 \cdot n)/\partial t = 0$ on $\Gamma$. Hence, by multiplying (1.5)$_1$ by $n$, we find

$$\nabla p^0 \cdot n = f \cdot n, \quad \text{on } \Gamma. \quad (2.4)$$

Solving the Neumann problem (2.3) and (2.4) for $p^0$, we obtain (2.2).

Now, using the given pressure $p^0$, we rewrite (1.5)$_1$ in the form,

$$\frac{\partial u^0}{\partial t} = f - \nabla p^0,$$

and find

$$u^0 = u_0 + \int_0^t (f - \nabla p^0) ds;$$

hence (2.1) follows.

Since the uniqueness of the solution $(u^0, p^0)$ is easy to verify, the proof of Lemma 2.1 is complete. □
Remark 2.2. If \( f \equiv 0 \) in (1.2) and (1.5), from the proof of Lemma 2.1, it is easy to see that the linearized Euler solution \( u^0 \) is stationary:

\[
u^0 = u_0. \tag{2.5}
\]

In this case, if we additionally assume that \( u_0 \in V \), then \( u^0 = 0 \) on \( \Gamma \). Hence, without introducing any corrector function, one can verify the convergence of \( u^\varepsilon \) to \( u^0 \) in the sense that

\[
\|u^\varepsilon - u^0\|_{L^\infty(0,T;L^2(\Omega))} \leq \kappa_T \varepsilon, \quad \|u^\varepsilon - u^0\|_{L^2(0,T;H^1(\Omega))} \leq \kappa_T \varepsilon^{1/2}, \tag{2.6}
\]

for a positive constant \( \kappa_T := \kappa_T(T, u_0, f, \Omega) \) depending on the data, but independent of \( \varepsilon \). (See also Remark 4.1.)

Remark 2.3. The regularity assumptions (1.6) or (1.7) are not the minimal requirement for the analysis in this article. For instance, (1.6) can be replaced by, e.g.,

\[
u_0 \in H \cap H^3(\Gamma).\]

In this article, we use the notation conventions below:

**Notation 2.4.**

\( \kappa := \kappa(u_0, f, \Omega, \sigma) \) is a constant depending on the data, but independent of \( \varepsilon \) or \( t \), where \( \sigma \), defined in (4.11), is a smooth (of class \( C^\infty \)) cut-off function.

**Notation 2.5.** e.s.t is a function (or a constant) whose norm in all Sobolev spaces \( H^s \) (and thus spaces \( C^s \)) is exponentially small with a bound of the form \( c_1 e^{-c_2/\varepsilon} \), \( c_1, c_2, \gamma > 0 \), for each \( s \).

**Notation 2.6.** Near the boundary \( \Gamma \), we write

\[
\frac{\partial}{\partial \tau} := (\text{any tangential derivative in } \xi_1 \text{ or } \xi_2),
\]

where \( \xi_1 \) and \( \xi_2 \) are the tangential variables near \( \Gamma \) as defined in Section 3.

Now, using the asymptotic expansion of the Stokes solution, defined in (4.1), we state the main result:

**Theorem 2.7.** Under the assumption (1.6) and (1.7), the difference between the Stokes solution, \( u^\varepsilon \), and its asymptotic expansion, \( u^0 + \theta^0 \), satisfies the estimates,

\[
\|u^\varepsilon - (u^0 + \theta^0)\|_{L^\infty(0,T;L^2(\Omega))} \leq \kappa_T \varepsilon^{1/2}, \quad \|u^\varepsilon - (u^0 + \theta^0)\|_{L^2(0,T;H^1(\Omega))} \leq \kappa_T, \tag{2.7}
\]

for a positive constant \( \kappa_T := \kappa_T(T, u_0, f, \Omega, \sigma) \) depending on the data, but independent of \( \varepsilon \). Moreover, as the viscosity, \( \varepsilon \), tends to zero, we have the uniform \( L^2 \) convergence of the Stokes solution, \( u^\varepsilon \), to the linearized Euler solution, \( u^0 \), in the sense that

\[
\|u^\varepsilon - u^0\|_{L^\infty(0,T;L^2(\Omega))} \leq \kappa_T \varepsilon^{1/4}. \tag{2.8}
\]


3. Curvilinear system

We let \( x = (x_1, x_2, x_3) \) denote the Cartesian coordinates of a point in \( \mathbb{R}^3 \).

To avoid some technical difficulties of geometry, we assume that the smooth boundary \( \Gamma \) satisfying (1.7) is a 2D compact manifold in \( \mathbb{R}^3 \) having no umbilical points; namely, at each point on \( \Gamma \), the two principal curvatures are different. Then, thanks to Lemma 3.6.6 of [14], we can construct a curvilinear system globally on the boundary \( \Gamma \) in which the metric tensor is diagonal and the coordinate lines at each point are parallel to the principal directions. Such a coordinate system is called the principal curvature coordinate system. As explained in, e.g., [8], this technical assumption on \( \Gamma \) is only for the simplicity of the display below, and it can be omitted by considering an atlas of the finitely many charts on \( \Gamma \).

Inside of a tubular neighborhood \( \Omega_{3\delta} \) with a small, but fixed, width \( 3\delta > 0 \), we extend the principal curvature coordinates on \( \Gamma \) in the direction of \(-n\) where \( n \) is the outer unit normal vector on \( \Gamma \). As a result, we obtain a triply orthogonal coordinates \( \xi \) in \( \mathbb{R}^3 \), such that \( \Omega_{3\delta} \) is diffeomorphic to

\[
\Omega_{3\delta, \xi} := \{ \xi = (\xi', \xi_3) \in \mathbb{R}^3_\xi | \xi' = (\xi_1, \xi_2) \in \omega_{\xi'}, 0 < \xi_3 < 3\delta \},
\]

for some bounded set \( \omega_{\xi'} \) in \( \mathbb{R}^2_{\xi'} \). Then \( \xi_3 \) measures the distance from a point in \( \Omega_{3\delta} \) to \( \Gamma \), and

\[
\Gamma = \{ \xi \in \mathbb{R}^3_\xi | \xi' = (\xi_1, \xi_2) \in \omega_{\xi'}, \xi_3 = 0 \}.
\]

In (3.1) and (3.2), with a slight abuse of notation, we use the sub-script \( \xi \) to denote the variable in space.

Using the covariant basis \( g_i = \partial x / \partial \xi_i, 1 \leq i \leq 3 \), we write the metric tensor of \( \xi \),

\[
(g_{ij})_{1 \leq i,j \leq 3} = (g_i \cdot g_j)_{1 \leq i,j \leq 3} = \begin{pmatrix}
1 - \kappa_1(\xi')\xi_3 & 0 & 0 \\
0 & 1 - \kappa_2(\xi')\xi_3 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

where \( \kappa_i(\xi'), i=1,2, \) is the principal curvature in the principal direction \( g_i \) on \( \Gamma \).

By the choice of the small thickness \( 3\delta > 0 \), we have

\[
g(\xi) := \det(g_{ij})_{1 \leq i,j \leq 3} > 0 \text{ for all } \xi \text{ in the closure of } \Omega_{3\delta, \xi}.
\]

We introduce the normalized covariant vectors,

\[
e_i = \frac{g_i}{|g_i|}, \quad 1 \leq i \leq 3,
\]

and set

\[
h_i(\xi) = \sqrt{g_i}, \quad h(\xi) = \sqrt{g}.
\]

The function \( h(\xi) > 0 \) is the magnitude of the Jacobian determinant for the transformation from \( x \) to \( \xi \).

For a vector valued function \( F \), defined in \( \Omega_{3\delta, \xi} \), in the form,

\[
F = \sum_{i=1}^3 F_i(\xi)e_i,
\]
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one can classically express the divergence operator acting on \( F \) in the \( \xi \) variables (see \([2] \) or \([14] \)) as

\[
\text{div } F = \frac{1}{h} \sum_{i=1}^{2} \frac{\partial}{\partial \xi_i} \left( \frac{h}{h_i} F^i \right) + \frac{1}{h} \frac{\partial (hF^3)}{\partial \xi_3}.
\]  
(3.7)

The Laplacian of \( F \) is given in the form,

\[
\Delta F = \sum_{i=1}^{3} \left( S^i F + \mathcal{L} F^i + \frac{\partial^2 F^i}{\partial \xi_i^2} \right) e_i,
\]  
(3.8)

where

\[
\begin{align*}
S^i F &= \left( \text{linear combination of tangential derivatives of } F^j, 1 \leq j \leq 3, \text{ in } \xi', \text{ up to order } 2 \right), \\
\mathcal{L} F^i &= \left( \text{proportional to } \frac{\partial F^i}{\partial \xi_i} \right).
\end{align*}
\]  
(3.9)

**Remark 3.1.** Note that the coefficients of \( S^i, 1 \leq i \leq 3, \) and \( \mathcal{L} \) are multiples of \( h, \frac{1}{h}, h_i, \frac{1}{h_i}, i = 1, 2, \) and their derivatives. Thanks to (3.4), all these quantities are well-defined because of the regularity assumption (1.7) on \( \partial \Omega \). The explicit expression of (3.8) appears in, e.g., \([5] \). (The expression of \( \mathcal{L}' \), \( 1 \leq i \leq 3, \) in \([5] \) does not depend on \( i \), and hence, in (3.9), we drop the superscript \( i \).)

### 4. Asymptotic expansion at order \( \varepsilon^0 \)

To study the asymptotic behavior of \( u^\varepsilon \), solution of (1.2), as the viscosity \( \varepsilon \) tends to zero, we propose an asymptotic expansion, at order \( \varepsilon^0 \), of \((u^\varepsilon, p^\varepsilon)\) in the form:

\[
u^\varepsilon \simeq u^0 + \Theta^0, \quad p^\varepsilon \simeq p^0.
\]  
(4.1)

Here \((u^0, p^0)\) is the solution of (1.5), and \( \Theta^0 \) is a divergence-free corrector which balance the difference \( u^\varepsilon - u^0 \) on the boundary \( \Gamma \); it will be constructed below in the form:

\[
\Theta^0 = \sum_{i=1}^{3} \Theta^{0,i} e_i.
\]  
(4.2)

We formally insert \( \Theta^0 \simeq u^\varepsilon - u^0 \) into the difference of the equations (1.2) and (1.5), and find

\[
\begin{align*}
\frac{\partial \Theta^0}{\partial t} - \varepsilon \Delta \Theta^0 + \nabla (p^\varepsilon - p^0) &= \varepsilon \Delta u^0, \Omega \times (0, T), \\
\text{div } \Theta^0 &= 0, \Omega \times (0, T), \\
\Theta^0 &= -u^0, \Gamma \times (0, T), \\
\Theta^0|_{t=0} &= 0, \Omega.
\end{align*}
\]  
(4.3)

To extract the essential parts of (4.3), we follow the approach of Prandtl in, e.g., \([23] \).

Recalling that \( \xi_3 \) (or \( \xi_i, i = 1, 2, \)) is the normal (or tangential) variable near the boundary \( \Gamma \), we first use the Prandtl theory to find that the thickness of the boundary
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layers with respect to the viscosity is $\varepsilon^{1/2}$. Then, using the ansatz $\partial/\partial \xi_i \simeq \sqrt{\varepsilon} (\partial/\partial \xi_3)$, $i = 1, 2$, and using (3.7) and (4.3), we notice that $\Theta^{0,i} \simeq \sqrt{\varepsilon} \Theta^{0,3}$, $i = 1, 2$. Using these observations, we write the equations (4.3) in the $\xi$ variables, and collect the leading order terms of order $\varepsilon^0$: For $i = 1, 2$,

$$
\begin{align*}
\frac{\partial \Theta^{0,i}}{\partial t} - \varepsilon \frac{\partial^2 \Theta^{0,i}}{\partial \xi_3^2} &= 0, \text{ in (at least) } \Omega_{3d} \times (0,T), \\
\Theta^{0,i} &= -\tilde{u}^{0,i}, \text{ i.e., at } \xi_3 = 0,
\end{align*}
$$

and

$$
\begin{align*}
\frac{2}{h_i} \frac{\partial}{\partial \xi_1} \left( \frac{h_i}{h} \Theta^{0,i} \right) + \frac{\partial (h \Theta^{0,3})}{\partial \xi_3} &= 0, \text{ in (at least) } \Omega_{3d} \times (0,T), \\
\Theta^{0,3} &= 0, \text{ i.e., at } \xi_3 = 0,
\end{align*}
$$

where

$$
\tilde{u}^{0,i} = \tilde{u}^{0,i}(\xi';t) := (u^0_i, e_i)|_{\xi_3=0}.
$$

We define the complimentary error function on $\mathbb{R}$,

$$
erfc(z) := \frac{1}{\sqrt{2\pi}} \int_z^\infty e^{-y^2/2} \, dy,
$$

which satisfies

$$
erfc(0) = \frac{1}{2}, \quad erfc(\infty) = 0.
$$

From [1], we recall that, for $i = 1, 2$,

$$
\tilde{\theta}^{0,i}(\xi;t) = -2 \tilde{u}^{0,i}(\xi';0) \text{erfc} \left( \frac{\xi_3}{\sqrt{2\varepsilon t}} \right) = 2 \int_0^t \frac{\partial \tilde{u}^{0,i}}{\partial t}(\xi';s) \text{erfc} \left( \frac{\xi_3}{\sqrt{2\varepsilon (t-s)}} \right) \, ds,
$$

is a solution of the heat equation on the half plane,

$$
\begin{align*}
\frac{\partial \tilde{\theta}^{0,i}}{\partial t} - \varepsilon \frac{\partial^2 \tilde{\theta}^{0,i}}{\partial \xi_3^2} &= 0, \xi_3, t > 0, \\
\tilde{\theta}^{0>i} &= -\tilde{u}^{0>i}, \xi_3 = 0, \text{ } t > 0, \\
\tilde{\theta}^{0,i} &\rightarrow 0, \text{ as } \xi_3 \rightarrow \infty,
\end{align*}
$$

We introduce a truncation function $\sigma = \sigma(\xi_3)$, of class $C^\infty$, such that

$$
\sigma(\xi_3) = \begin{cases} 
1, & 0 \leq \xi_3 \leq \delta, \\
0, & \xi_3 \geq 2\delta.
\end{cases}
$$
Using (4.9) and (4.11), we define the tangential component \( \Theta^{0,i}, i = 1, 2, \) of \( \Theta^0 \) in (4.2) in the form,
\[
\Theta^{0,i}(ξ,t) = -2\bar{u}^{0,i}(ξ';0)\frac{h_i}{h} \frac{∂}{∂ξ_i} \{ σ(ξ_i) \int_0^{ξ_3} \text{erfc}(\frac{η}{\sqrt{2εt}}) dη \}
-2\int_0^t \frac{∂\bar{u}^{0,i}}{∂t}(ξ';s)\frac{h_i}{h} \frac{∂}{∂ξ_i} \{ σ(ξ_i) \int_0^{ξ_3} \text{erfc}(\frac{η}{\sqrt{2ε(t-s)}}) dη \} ds.
\]
(4.12)

Then, using (4.5)_1 and (4.12), we define the normal component \( \Theta^{0,3} \):
\[
\Theta^{0,3}(ξ,t) = 2\frac{1}{h(ξ)} \sum_{i=1}^{2} \frac{∂}{∂ξ_i} \{ \bar{u}^{0,i}(ξ';0)\frac{h_i}{h_i}|_{ξ_3=0} \} σ(ξ_i) \int_0^{ξ_3} \text{erfc}(\frac{η}{\sqrt{2εt}}) dη
+2\int_0^t \frac{1}{h(ξ)} \sum_{i=1}^{2} \frac{∂}{∂ξ_i} \{ \bar{u}^{0,i}(ξ';s)\frac{h_i}{h_i}|_{ξ_3=0} \} σ(ξ_i) \int_0^{ξ_3} \text{erfc}(\frac{η}{\sqrt{2ε(t-s)}}) dη \} ds.
\]
(4.13)

**Remark 4.1.** If the initial data \( u_0 \) is in \( V \) (\( u_0|_Γ = 0 \)), then the first part of \( \Theta^{0,i}, i = 1, 2, \) which is not involved in the time integration, is identically zero. Thus we notice that the first part of the corrector is related to the boundary layer produced by the non-compatible initial data. On the other hand, as mentioned in Remark 2.2, when \( f \equiv 0 \), the linearized Euler solution \( u^0 \) is stationary as \( u_0 \). Then, in this case, the second part of the corrector, which is involved in the time integration, vanishes. As an extreme case, if \( u_0 \in V \) and \( f \equiv 0 \), then \( \Theta^0 \equiv 0 \). Therefore, without using any corrector function, one can verify (2.6); no boundary layers occur in this case.

Applying (4.12) and (4.13) to (3.7), we notice that
\[
\text{div} \ \Theta^0 = 0.
\]

Using (4.8) and (4.11), we see that \( \Theta^0 \), defined by (4.12) and (4.13), satisfies the desired boundary and initial conditions in (4.4) and (4.5). Moreover, \( \Theta^0 \) and its derivatives vanish outside of \( Ω_{2δ} \):
\[
\frac{∂^{k+m+1} \Theta^0}{∂ξ^k∂τ^m} |_{ξ_3=2δ} = 0, \quad 0 ≤ k, m ≤ 2.
\]
(4.14)

From (4.7), one can verify that, for \( z > 0 \),
\[
|\text{erfc}(z)| ≤ \frac{1}{2} e^{-z^2/2}, \quad \text{(pointwise)}
\]
(4.15)

and hence we find that, for \( ξ_3,t > 0 \),
\[
\begin{cases}
|\int_0^∞ \text{erfc}(\frac{η}{\sqrt{2εt}}) dη| ≤ \frac{1}{2} \int_0^∞ e^{-η^2/(4εt)} dη ≤ κ\frac{1}{2} t^{1/2}, \\
|\int_ξ^∞ \text{erfc}(\frac{η}{\sqrt{2εt}}) dη| ≤ \frac{1}{2} \int_ξ^∞ e^{-η^2/(4εt)} dη ≤ κ e^{-ξ^2/(8εt)} \int_0^∞ e^{-η^2/(8εt)} dη ≤ κ e^{-ξ^2/(8εt)} e^{-ξ^2/(8εt)}.
\end{cases}
\]
(4.16)
Using (4.9), (4.12), (4.13) and (4.16), we write $\Theta^0$ in the form,

$$
\Theta^0 = \theta^0 + \varphi^0 + e.s.t., \quad \theta^0 = \sum_{i=1}^{3} \theta^{0,i} e_i, \quad \varphi^0 = \sum_{i=1}^{3} \varphi^{0,i} e_i,
$$

(4.17)

where

$$
\begin{aligned}
\theta^{0,i} &= \frac{h_i}{h} \left. \frac{\partial}{\partial \xi_i} \sigma(\xi_3) \bar{\theta}^{0,i} \right|_{\xi_3=0}, \quad i = 1, 2, \\
\theta^{0,3} &= -2 \left. \frac{1}{h(\xi)} \sigma(\xi_3) \frac{\partial}{\partial \xi_i} \left\{ \bar{\theta}^{0,i}(\xi';0) \right\} \right|_{\xi_3=0} \int_{\xi_3}^{\infty} \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) d\eta \\
&\quad - \frac{1}{h(\xi)} \sigma(\xi_3) \int_{0}^{t} \left[ \sum_{i=1}^{2} \left. \frac{\partial}{\partial \xi_i} \left\{ \bar{\theta}^{0,i}(\xi';s) \right\} \right|_{\xi_3=0} \right] \int_{\xi_3}^{\infty} \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon (t-s)}} \right) d\eta \right] ds,
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi^{0,i} &= -2 \left. \frac{h_i}{h(\xi)} \sigma(\xi_3) \frac{\partial}{\partial \xi_i} \sigma(\xi_3) \bar{\varphi}^{0,i} \right|_{\xi_3=0} \int_{0}^{\infty} \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) d\eta \\
&\quad - 2 \sigma'(\xi_3) \int_{0}^{t} \left[ \frac{\partial}{\partial \xi_i} \left\{ \bar{\varphi}^{0,i}(\xi';s) \right\} \right|_{\xi_3=0} \int_{0}^{\infty} \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon (t-s)}} \right) d\eta \right] ds, \\
\varphi^{0,3} &= 2 \left. \frac{1}{h(\xi)} \sigma(\xi_3) \frac{\partial}{\partial \xi_i} \left\{ \bar{\varphi}^{0,i}(\xi';0) \right\} \right|_{\xi_3=0} \int_{0}^{\infty} \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) d\eta \\
&\quad + 2 \left. \frac{1}{h(\xi)} \sigma(\xi_3) \right|_{0}^{t} \left[ \sum_{i=1}^{2} \left. \frac{\partial}{\partial \xi_i} \left\{ \bar{\varphi}^{0,i}(\xi';s) \right\} \right|_{\xi_3=0} \right] \int_{0}^{\infty} \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon (t-s)}} \right) d\eta \right] ds.
\end{aligned}
$$

(4.19)

From (4.18) and (4.19), it is easy to see that $\theta^0, \varphi^0$ and their derivatives vanish outside of $\Omega_{2s}$:

$$
\frac{\partial^{k+m+1} \theta^0}{\partial \tau^k \partial \xi_3^m} |_{\xi_3 \geq 2s} = 0, \quad \frac{\partial^{k+m+1} \varphi^0}{\partial \tau^k \partial \xi_3^m} |_{\xi_3 \geq 2s} = 0, \quad 0 \leq k, m \leq 2.
$$

(4.20)

### 4.1. Estimates on the corrector

In this section, we aim to estimate the corrector $\Theta^0$ defined in (4.2). Toward this end, thanks to (4.17), we first notice that it is enough to estimate $\theta^0$ and $\varphi^0$, and we sequentially estimate $\theta^0$ and $\varphi^0$ in the lemmas below.

We state and prove a simple lemma below:

**Lemma 4.2.** For any $\alpha, p \geq 0$ and $q \geq 1$, we have

$$
\left\| e^{\alpha} \left( \frac{\xi_3}{\sqrt{\varepsilon t}} \right)^p e^{-\varepsilon \xi_3^2 / (4q^2 t)} \right\|_{L^2(\Omega_{3s})} \leq \kappa t^{\alpha + \frac{1}{2}} e^{\frac{1}{4p}}.
$$

(4.21)
Proof.

\[
\left\| \frac{\partial^i}{\partial t^i} \left( \frac{\xi_3}{\sqrt{2t}} \right)^p e^{-\xi_3^2/(4qt)} \right\|_{L^2(\Omega_{3\delta})}^2 \leq \int_{\omega'} J_0^3 t^{2\alpha} \left( \frac{\xi_3}{\sqrt{2t}} \right)^{2p} e^{-\xi_3^2/(2q^2t^2)} h(\xi) d\xi d\xi' \leq (\text{setting } \eta = \xi_3/\sqrt{q^2t}, \text{and using } |h| \leq \kappa) \\
\leq \kappa \int_{\omega'} J_0^\infty t^{2\alpha} \sqrt{\varepsilon t} e^{-\eta^2t/2} d\eta d\xi' \leq \kappa t^{2\alpha + \frac{1}{2}} \varepsilon^{\frac{1}{4}}.
\]

\[\Box\]

Thanks to Lemma 4.2, we prove the \(L^2\) estimates on \(\theta^{0,1}\), \(i = 1, 2\), and its derivatives:

**Lemma 4.3.** Under the regularity assumptions (1.6) and (1.7) on the data, \(\theta^{0,1}\), which is defined in (4.9), satisfies

\[
\left\| \frac{\partial^k}{\partial t^k \partial \xi_3^m} \theta^{0,1} \right\|_{L^2(\Omega_{3\delta})} \leq \kappa \left( t^{\frac{1}{2}} + t^{\frac{3}{2}} \right) \varepsilon^{\frac{1}{2}} e^{-\frac{1}{4} \left( 4qt + \xi_3^2 \right)}, \quad i = 1, 2, \quad 0 \leq k \leq 2, \quad m = 0, 1. \tag{4.22}
\]

**Proof.** We differentiate (4.9) and write

\[
\frac{\partial^k}{\partial t^k \partial \xi_3^m} \theta^{0,1} = -2 \frac{\partial^k}{\partial t^k} \theta^{0,1} (\xi'; 0) \frac{\partial^m}{\partial \xi_3^m} \left\{ \text{erfc} \left( \frac{\xi_3}{\sqrt{2t}} \right) \right\} + \kappa t^{\frac{1}{2}} + t^{\frac{3}{2}} \varepsilon^{\frac{1}{2}} e^{-\frac{1}{4} \left( 4qt + \xi_3^2 \right)}, \quad k, m \geq 0.
\]

Moreover, using (4.7) and (4.15), we find that, for \(\xi_3, t > 0\),

\[
\left\{ \text{erfc} \left( \frac{\xi_3}{\sqrt{2t}} \right) \right\} \leq \kappa e^{-\xi_3^2/(4qt)},
\]

\[
\left\{ \frac{\partial}{\partial \xi_3} \left\{ \text{erfc} \left( \frac{\xi_3}{\sqrt{2t}} \right) \right\} \right\} \leq \kappa \left( t^{\frac{1}{2}} + t^{\frac{3}{2}} \right) \varepsilon^{\frac{1}{2}} e^{-\frac{1}{4} \left( 4qt + \xi_3^2 \right)},
\]

Then, from Lemma 4.2, (4.23) and (4.24), (4.22) follows. \[\Box\]

Now, from (4.18) and Lemma 4.3, we deduce the \(L^2\) estimates on the tangential component \(\theta^{0,1}\), \(i = 1, 2\), of \(\theta^0\), and its derivatives:

\[
\left\| \frac{\partial^k}{\partial t^k \partial \xi_3^m} \theta^{0,1} \right\|_{L^2(\Omega_{3\delta})} \leq \kappa \left( t^{\frac{1}{2}} + t^{\frac{3}{2}} \right) \varepsilon^{\frac{1}{2}} e^{-\frac{1}{4} \left( 4qt + \xi_3^2 \right)}, \quad i = 1, 2, \quad 0 \leq k \leq 2, \quad m = 0, 1. \tag{4.25}
\]

We state and prove the estimates on the normal component \(\theta^{0,3}\) of \(\theta^0\):

**Lemma 4.4.** Under the regularity assumptions (1.6) and (1.7) on the data, \(\theta^{0,3}\), which is defined in (4.18) and Lemma 4.3, satisfies

\[
\left\| \frac{\partial \theta^{0,3}}{\partial t} \right\|_{L^2(\Omega_{3\delta})} \leq \kappa \left( t^{\frac{1}{2}} + t^{\frac{3}{2}} \right) \varepsilon^{\frac{1}{2}},
\]

\[
\left\| \frac{\partial^k + m \theta^{0,3}}{\partial t^k \partial \xi_3^m} \right\|_{L^2(\Omega_{3\delta})} \leq \kappa \left( t^{\frac{1}{2}} + t^{\frac{3}{2}} \right) \varepsilon^{\frac{1}{2}} e^{-\frac{1}{4} \left( 4qt + \xi_3^2 \right)}, \quad 0 \leq k, m \leq 2. \tag{4.26}
\]
Proof. To verify (4.26)$_1$, using (4.8), we differentiate (4.18)$_2$ in $t$ and write
\[
\left| \frac{\partial \theta^{0,3}}{\partial t} \right| \leq \kappa \int_{\xi_3}^{\infty} \left| \frac{\partial}{\partial t} \left\{ \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) \right\} \right| \, d\eta + \kappa \int_{0}^{t} \int_{\xi_3}^{\infty} \left| \frac{\partial}{\partial t} \left\{ \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon (t-s)}} \right) \right\} \right| \, d\eta \, ds.
\] (4.27)

On the other hand, from (4.7), we find that
\[
\left| \frac{\partial}{\partial t} \left\{ \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) \right\} \right| \leq \kappa t^{-\frac{3}{2}} \varepsilon^{-\frac{1}{2}} \eta e^{-\eta^2/(4\varepsilon t)},
\] (4.28)
and hence,
\[
\int_{\xi_3}^{\infty} \left| \frac{\partial}{\partial t} \left\{ \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) \right\} \right| \, d\eta \leq \kappa \int_{\xi_3}^{\infty} \frac{\eta}{\sqrt{\varepsilon t}} e^{-\eta^2/(4\varepsilon t)} \, d\eta
\leq \kappa t^{-\frac{3}{2}} \varepsilon^{-\frac{1}{2}} \int_{0}^{\infty} \frac{\eta}{\sqrt{\varepsilon t}} e^{-\eta^2/(8\varepsilon t)} \, d\eta
\leq \kappa t^{-\frac{3}{2}} \varepsilon^{-\frac{1}{2}} e^{-\xi_3^2/(8\varepsilon t)}.
\] (4.29)

Then, from (4.27), (4.29) and Lemma 4.2, (4.26)$_2$ follows.

To show (4.26)$_2$, using (4.18)$_2$, we write, for $0 \leq k \leq 2$ and $m \geq 0$,
\[
\left| \frac{\partial^{k+m} \theta^{0,3}}{\partial t^k \partial \xi_3^m} \right| \leq \kappa \int_{\xi_3}^{\infty} \left| \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) \right| \, d\eta + \kappa \sum_{l=0}^{m-1} \left| \frac{\partial}{\partial \xi_3^l} \left\{ \text{erfc} \left( \frac{\xi_3}{\sqrt{2\varepsilon (t-s)}} \right) \right\} \right|
+ \kappa \int_{0}^{t} \left[ \int_{\xi_3}^{\infty} \left| \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon (t-s)}} \right) \right| \, d\eta + \sum_{l=0}^{m-1} \left| \frac{\partial}{\partial \xi_3^l} \left\{ \text{erfc} \left( \frac{\xi_3}{\sqrt{2\varepsilon (t-s)}} \right) \right\} \right| \right] \, ds.
\] (4.30)

Then, using (4.16) and (4.24), we find that, for $0 \leq k \leq 2$,
\[
\left\{ \begin{array}{l}
\left| \frac{\partial^k \theta^{0,3}}{\partial t^k} \right| \leq \kappa \left( t^{\frac{1}{2}} + t^\frac{3}{2} \right) \varepsilon^\frac{1}{2} e^{-\xi_3^2/(4\varepsilon t)},
\left| \frac{\partial^{k+1} \theta^{0,3}}{\partial t^{k+1} \partial \xi_3} \right| \leq \kappa \left\{ (t^{\frac{3}{2}} + t^2) \varepsilon^{\frac{1}{2}} + (1 + t) \right\} e^{-\xi_3^2/(4\varepsilon t)},
\left| \frac{\partial^{k+2} \theta^{0,3}}{\partial t^{k+2} \partial \xi_3^2} \right| \leq \kappa \left\{ (t^{\frac{3}{2}} + t^2) \varepsilon^{\frac{1}{2}} + (1 + t) + (t^{\frac{3}{2}} + t^2) \varepsilon^{-\frac{1}{2}} \right\} e^{-\xi_3^2/(4\varepsilon t)}.
\end{array} \right.
\] (4.31)

From (4.31) and Lemma 4.2, (4.26)$_2$ follows, and hence the proof of Lemma 4.4 is complete. \[\square\]

Finally, we state and prove the estimates on the supplementary part $\varphi^0$ of the corrector $\Theta^0$:

**Lemma 4.5.** Under the regularity assumptions (1.6) and (1.7) on the data, $\varphi^0$, which is defined in (4.19), satisfies
\[
\left\{ \begin{array}{l}
\left\| \frac{\partial \varphi^0}{\partial t} \right\|_{L^2(\Omega_{3\delta})} \leq \kappa \left( t^{\frac{1}{2}} + t^\frac{3}{2} \right) \varepsilon^\frac{1}{2},
\left\| \frac{\partial^{k+m} \varphi^0}{\partial t^k \partial \xi_3^m} \right\|_{L^2(\Omega_{3\delta})} \leq \kappa \left( t^{\frac{3}{2}} + t^2 \right) \varepsilon^\frac{1}{2}, \quad 0 \leq k, m \leq 2.
\end{array} \right.
\] (4.32)
Proof. For (4.32)$_1$, using (4.8), (4.19) and (4.28), we find that, for $1 \leq i \leq 3$,
\[
\left| \frac{\partial \varphi^0,1}{\partial t} \right| \leq \kappa \int_0^\infty \left| \frac{\partial}{\partial t} \left\{ \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon t}} \right) \right\} \right| d\eta \leq \kappa \int_0^t \int_0^\infty \left| \frac{\partial}{\partial t} \left\{ \text{erfc} \left( \frac{\eta}{\sqrt{2\varepsilon (t-s)}} \right) \right\} \right| d\eta \leq \kappa \left( t^{-\frac{1}{2}} + \frac{t}{2} \right) \varepsilon^{\frac{1}{4}},
\]
(4.33)

hence (4.32)$_1$ follows.

From (4.16) and (4.19), one can easily verify (4.32)$_2$, and thus the proof of Lemma 4.5 is now complete. \[\square\]

Remark 4.6. Concerning all the estimates in this section, from the proofs of the lemmas, one can observe that the singularities in time $t$ are caused by the non-compatible initial data; see Remark 4.1 as well. Hence, if $u_0 \in V$, all the bounds associated with $t$ can be replaced by $T^N$ for sufficiently large $N \geq 0$.

5. Error analysis: Proof of Theorem 2.7

We set the corrected difference as
\[
w := u^\varepsilon - u^0 - \Theta^0,
\]
(5.1)

where $u^\varepsilon$ and $u^0$ are the Stokes and linearized Euler solutions and $\Theta^0$ is the divergence-free corrector, defined in (4.2), (4.12) and (4.13), which satisfies the boundary and initial conditions appearing in (4.4) and (4.5). Then, using (1.2), (1.5), (4.4), (4.5) and (4.17), we write the equations for $w$:
\[
\begin{cases}
\frac{\partial w}{\partial t} - \varepsilon \Delta w + \nabla (p^\varepsilon - p^0) = \varepsilon \Delta u^0 + R(\theta^0) + R(\varphi^0) + e.s.t., & \text{in } \Omega \times (0,T), \\
\text{div } w = 0, & \text{in } \Omega \times (0,T), \\
w = 0, & \text{on } \partial \Omega \times (0,T), \\
w|_{t=0} = 0, & \text{in } \Omega,
\end{cases}
\]
(5.2)

where
\[
R(v) := \frac{\partial v}{\partial t} - \varepsilon \Delta v,
\]
(5.3)

for any smooth vector field $v$ in $\Omega \times (0,T)$.

Using (4.20) and Lemma 4.5, we see that
\[
\|R(\varphi^0)\|_{L^2(\Omega)} = \|R(\varphi^0)\|_{L^2(\Omega_{3N})} \leq \kappa \left( t^{-\frac{1}{2}} + \frac{t}{2} \right) \varepsilon^{\frac{1}{4}}.
\]
(5.4)

Now we multiply (5.2) by $w$ and integrate over $\Omega$. Then, thanks to (5.4), we find
\[
\frac{1}{2} \frac{d}{dt} \|w\|_{L^2(\Omega)}^2 + \varepsilon \|\nabla w\|_{L^2(\Omega)}^2 \leq \kappa \left( t^{-\frac{1}{2}} + \frac{t}{2} \right) \varepsilon^{\frac{1}{4}} \|w\|_{L^2(\Omega)} + \|R(\theta^0)\|_{L^2(\Omega)} \|w\|_{L^2(\Omega)}.
\]
(5.5)
To estimate the term \( \| R(\theta^0) \|_{L^2(\Omega)} \), using (3.8) and (4.20), we write
\[
\| R(\theta^0) \|_{L^2(\Omega)} = \| R(\theta^0) \|_{L^2(\Omega_{ssa})} \\
\leq \sum_{i=1}^2 \left\| \frac{\partial \theta^0_i}{\partial t} - \varepsilon \frac{\partial^2 \theta^0_i}{\partial \xi_3^2} \right\|_{L^2(\Omega_{ssa})} + \varepsilon \sum_{i=1}^3 \left\| S^i \theta^0 + \mathcal{L} \theta^0_i \right\|_{L^2(\Omega_{ssa})} \\
+ \varepsilon \sum_{i=1}^3 \left\| \frac{\partial \theta^0_i}{\partial \xi_3} \right\|_{L^2(\Omega_{ssa})} + \varepsilon \left\| \frac{\partial^2 \theta^0_i}{\partial \xi_3^2} \right\|_{L^2(\Omega_{ssa})}.
\]
(5.6)

Thanks to (4.10), (4.18) and Lemma 4.3, we find that
\[
\sum_{i=1}^2 \left\| \frac{\partial \theta^0_i}{\partial t} - \varepsilon \frac{\partial^2 \theta^0_i}{\partial \xi_3^2} \right\|_{L^2(\Omega_{ssa})} \leq \kappa \varepsilon \sum_{i=1}^3 \left\{ \left\| \frac{\partial \theta^0_i}{\partial \xi_3} \right\|_{L^2(\Omega_{ssa})} + \left\| \theta^0_i \right\|_{L^2(\Omega_{ssa})} \right\} \\
\leq \kappa \left( t^{-\frac{3}{4}} + t^T \right) \varepsilon^{\frac{5}{2}}.
\]
Moreover, recalling that \( S^i, 1 \leq i \leq 3, \) is a linear combination of the tangential differential operators and that \( \mathcal{L} \) is proportional to \( \partial / \partial \xi_3 \), using (4.25) and Lemma 4.4, we see that
\[
\varepsilon \sum_{i=1}^3 \left\| S^i \theta^0 + \mathcal{L} \theta^0_i \right\|_{L^2(\Omega_{ssa})} + \left\| \frac{\partial \theta^0_i}{\partial \xi_3} \right\|_{L^2(\Omega_{ssa})} + \varepsilon \left\| \frac{\partial^2 \theta^0_i}{\partial \xi_3^2} \right\|_{L^2(\Omega_{ssa})} \leq \kappa \left( t^{-\frac{3}{4}} + t^T \right) \varepsilon^{\frac{5}{2}}.
\]
(5.8)
Combining (5.6)-(5.8), we obtain
\[
\| R(\theta^0) \|_{L^2(\Omega)} \leq \kappa \left( t^{-\frac{3}{4}} + t^T \right) \varepsilon^{\frac{5}{2}}.
\]
(5.9)

From (5.5) and (5.9), we then notice that
\[
\frac{d}{dt} \| \mathbf{w} \|_{L^2(\Omega)}^2 + \varepsilon \| \nabla \mathbf{w} \|_{L^2(\Omega)}^2 \leq \kappa \left( t^{-\frac{3}{4}} + T \right) \varepsilon^{\frac{5}{2}} \| \mathbf{w} \|_{L^2(\Omega)}.
\]
(5.10)

Dropping the second term on the left hand side of (5.10) and using Young’s inequality on the right hand side of (5.10), we write
\[
\frac{d}{dt} \| \mathbf{w} \|_{L^2(\Omega)}^2 - \frac{1}{2} t^{-\frac{3}{2}} \| \mathbf{w} \|_{L^2(\Omega)}^2 \leq \kappa \left( t^{-\frac{1}{4}} + t^3 \right) \varepsilon.
\]
(5.11)

Multiplying the integrating factor \( e^{-t^{1/2}} \), we infer from (5.11) that
\[
\frac{d}{dt} \left( e^{-t^{1/2}} \| \mathbf{w} \|_{L^2(\Omega)}^2 \right) \leq \kappa \left( t^{-\frac{1}{4}} + t^3 \right) e^{-t^{1/2}} \varepsilon \leq \kappa \left( t^{-\frac{1}{4}} + t^3 \right) \varepsilon.
\]
(5.12)
Integrating (5.12) over \((0, t)\) for any \(0 < t < T\), we find
\[
\| \mathbf{w} \|_{L^2(\Omega)}^2(0, t) \leq \kappa(1 + T^4) e^{T^{1/2}} \varepsilon.
\]
(5.13)

Thanks to (4.17), (4.25), (5.1) and Lemmas 4.4 and 4.5, the convergence results (2.7) and (2.8) in Theorem 2.7 follow from (5.13).

To verify (2.7), we come back to (5.10) and integrate it over \((0, T)\). Then, using (5.13) as well, we find
\[
\| \mathbf{w} \|_{L^2(\Omega)}^2(T) + \varepsilon \int_0^T \| \nabla \mathbf{w} \|_{L^2(\Omega)}^2 dt \leq \kappa(1 + T^4) e^{T^{1/2}} \varepsilon.
\]
(5.14)
Then (2.7) follows from (5.14) because of (4.17), (5.1) and Lemma 4.5. The proof of Theorem 2.7 is now complete. □

Remark 5.1. Focusing on the vanishing viscosity limit result (2.8), instead of the corrector \( \Theta^0 \) defined in Section 4, one can use a simple corrector \( \tilde{\theta} = \sum^3_{i=1} \tilde{\theta}^i e_i \), where

\[
\begin{align*}
\tilde{\theta}^i(\xi; t) &:= -\varepsilon \frac{1}{h} \sum_{i=1}^2 \frac{\partial}{\partial \xi^i} \left( \tilde{u}_0^i(\xi^j; t) \right) \bigg|_{\xi^i = 0} \frac{\partial}{\partial \xi^i} \left( \sigma(\xi^i) \left( 1 - e^{-\xi^i/\sqrt{\varepsilon}} \right) \right), \\
\tilde{\theta}^i(\xi; t) &:= \varepsilon \frac{1}{h} \sum_{i=1}^2 \frac{\partial}{\partial \xi^i} \left( \tilde{u}_0^i(\xi^j; t) \right) \bigg|_{\xi^i = 0} \sigma(\xi^i) \left( 1 - e^{-\xi^i/\sqrt{\varepsilon}} \right),
\end{align*}
\]

(5.15)

(This type of corrector is introduced in, e.g., [25], [8] and [7].) The divergence-free corrector \( \tilde{\theta} \) satisfies the desired boundary condition \( \tilde{\theta}|_T = -u^0|_T \). Under the regularity assumptions (1.6) and (1.7), by performing the energy estimates on \( u^\varepsilon - (u^0 - \tilde{\theta}) \), which are similar to those in Section 5, one can prove the vanishing viscosity limit result (2.8). However, with this corrector \( \tilde{\theta} \), the convergence rates of the corrected difference are getting worse by \( \varepsilon^{1/4} \) than those in (2.7). Namely, one can obtain

\[
\| u^\varepsilon - (u^0 + \tilde{\theta}) \|_{L^\infty(0,T;L^2(\Omega))} \leq \kappa_T \varepsilon^{1/4}, \quad \| u^\varepsilon - (u^0 + \tilde{\theta}) \|_{L^2(0,T;H^1(\Omega))} \leq \kappa_T \varepsilon^{1/4},
\]

(5.16)

for a positive constant \( \kappa_T := \kappa_T(T, u_0, \sigma, \Omega) \) depending on the data, but independent of \( \varepsilon \).

6. Remarks on the higher-order expansions

Under stronger restrictions on the data than (1.6) and (1.7), following the method of constructing the corrector in [7] (or in Section 4), one can obtain higher-order expansions of the Stokes solutions. More precisely, assuming

\[
u_0 \in V \cap H^6(\Omega), \quad f \in L^\infty(0,T;H^6(\Omega)), \quad \Gamma \text{ is of class } C^7,
\]

(6.1)

one can construct an asymptotic expansion of \( (u^\varepsilon, p^\varepsilon) \) of order \( \varepsilon^{1/2} \) in the form,

\[
u^\varepsilon \simeq (u^0 + \Theta^0) + \varepsilon \frac{1}{2} (u^\frac{1}{2} + \Theta^\frac{1}{2}), \quad p^\varepsilon \simeq p^0 + \varepsilon \frac{1}{2} (p^\frac{1}{2} + q^\frac{1}{2}),
\]

(6.2)

which we briefly explain below.

In (6.2), \( (u^0, p^0) \) is the solution of the linearized Euler equations (1.5), and \( \Theta^0 \) the corrector defined in Section 4, but for the compatible initial data; \( u_0 = 0 \) on \( \Gamma \). Concerning this case, the explicit expression of \( \Theta^0 \) is given by (4.17), (4.18) and (4.19) with \( \tilde{u}^0(\xi^i; 0) \) replaced by 0. Hence, as explained in Remark 4.6, the corrector \( \Theta^0 \) enjoys all the estimates in Section 4.1 without any singularity in \( t \). That is, all the time dependencies of the estimates for \( \Theta^0 \) can be bounded by \( T^N > 0 \) for a sufficiently large \( N \geq 0 \). The convergence results in Theorem 2.7 are valid as well.

Our first task to complete the asymptotic expansion (6.2) is to cancel the error of order \( \varepsilon^{1/2} \) caused by \( \partial \psi^0 / \partial t \) which appears in (5.4) with \( (t^{-1/2} + t^{3/2}) \) replaced by \( (1 + T^{3/2}) \). For this purpose, we introduce the functions \( u^{1/2} \) and \( p^{1/2} \) in (6.2) as the solution of the following linearized Euler system:

\[
\begin{align*}
\frac{\partial u^\frac{1}{2}}{\partial t} + \nabla p^\frac{1}{2} = -\varepsilon \frac{1}{2} \frac{\partial \psi^0}{\partial t}, & \quad \text{in } \Omega \times (0,T), \\
\text{div } u^\frac{1}{2} = 0, & \quad \text{in } \Omega \times (0,T), \\
u^\frac{1}{2} \cdot n = 0, & \quad \text{on } \Gamma \times (0,T), \\
u^\frac{1}{2}|_{t=0} = 0, & \quad \text{in } \Omega.
\end{align*}
\]

(6.3)
The well-posedness of (6.3) follows from Lemma 2.1.

Adding $\varepsilon^{1/2}u^{1/2}$ in the expansion (6.2), we have the non-zero tangential values of $\varepsilon^{1/2}u^{1/2}$ on $\Gamma$, and this difficulty will be resolved in the next step by constructing another corrector $\Theta^{1/2}$.

In (5.9), we notice that the term $R(\theta^0)$ produces some error of order $\varepsilon^{3/4}$, which we name as

$$E(\theta^0) = \sum_{i=1}^{3} E_i(\theta^0) e_i,$$  \hspace{1cm} (6.4)

where

$$\|E_i(\theta^0)\|_{L^\infty(0,T;L^2(\Omega))} \leq \kappa_T \varepsilon^{3/4},$$

for a constant $\kappa_T := \kappa_T(T, u_0, f, \Omega, \sigma)$ depending on the data, but independent of $\varepsilon$.

In order to manage the tangential error $E_i(\theta^0)$, $i = 1, 2$, and to balance the non-zero tangential values of $\varepsilon^{1/2}u^{1/2}$ on $\Gamma$, we define $\Theta^{1/2,i}, i = 1, 2$, as a solution of the heat equation on the half plane,

$$\begin{align*}
\Theta^{1/2,i}(\xi; t) &= \frac{h_i}{h} (\xi) \frac{h}{h_i} \frac{\partial}{\partial \xi_3} \left\{ \sigma(\xi_3) \int_0^{\xi_3} \Theta^{1/2,i}(\xi', \eta; t) d\eta \right\}, \quad i = 1, 2, \\
\Theta^{1/2,i}(\xi; t) &= -\frac{1}{h} (\xi) \sigma(\xi_3) \int_0^{\xi_3} \sum_{i=1}^{3} \frac{\partial}{\partial \xi_i} \left\{ \frac{h_i}{h} \frac{\partial}{\partial \xi_3} \Theta^{1/2,i}(\xi', \eta; t) \right\} d\eta.
\end{align*}$$  \hspace{1cm} (6.6)

Then, using (3.7) and (6.5) and following the approach in [7] (or in Section 4), we define the divergence-free corrector $\Theta^{1/2} := \sum_{i=1}^{3} \Theta^{1/2,i} e_i$ where

$$\Theta^{1/2} |_{\Gamma} = -u^{1/2} |_{\Gamma}.$$  \hspace{1cm} (6.7)

Moreover, using the estimates on $\Theta^{1/2,i}, i = 1, 2$, which appear in, e.g., [6], one can verify that the second corrector $\Theta^{1/2}$ satisfies the same type of estimates as those of the first corrector $\Theta^0$.

Finally, to manage the error $E_3(\theta^0)$ in the normal direction $e_3$, we define a corrector $q^{1/2}$ of pressures as any solution of the equation,

$$\frac{\partial q^{1/2}}{\partial \xi_3} = \varepsilon^{-1/2} E_3(\theta^0).$$  \hspace{1cm} (6.8)
Then, by adding $\varepsilon^{1/2}q^{1/2}$ in the expansion (6.2), the term $\varepsilon^{1/2}\nabla q$, which appears in the error analysis, cancels the error $E_3(\theta^0)$ in the normal direction and produces some error of order $\varepsilon^{5/4}$ in the tangential directions.

By performing the error analysis on the difference between $u^\varepsilon$ and the proposed expansion (6.2), one can prove the following convergence result, which we state without proof: Under the regularity assumption (6.1), we have

$$
\begin{align*}
\|u^\varepsilon - (u^0 + \Theta^0) - \varepsilon^{1/2}(u^1 + \Theta^1)\|_{L^\infty(0,T;L^2(\Omega))} &\leq \kappa_T \varepsilon, \\
\|u^\varepsilon - (u^0 + \Theta^0) - \varepsilon^{1/2}(u^1 + \Theta^1)\|_{L^2(0,T;H^1(\Omega))} &\leq \kappa_T \varepsilon^{1/2}.
\end{align*}
$$

(6.9)

Following the idea in this section, one can obtain an asymptotic expansion of the Stokes solutions at any order of $\varepsilon^{N/2}$, $N \geq 0$.
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