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NAVIER-STOKES EQUATIONS WITH NAVIER BOUNDARY
CONDITIONS FOR A BOUNDED DOMAIN IN THE PLANE*

JAMES P. KELLIHER'

Abstract. We consider solutions to the Navier—Stokes equations with Navier boundary con-
ditions in a bounded domain © in R? with a C?-boundary I". Navier boundary conditions can be
expressed in the form w(v) = (2k—a)v-7 and v-n = 0 on I", where v is the velocity, w(v) the vorticity,
n a unit normal vector, T a unit tangent vector, and « is in L°°(T"). These boundary conditions were
studied in the special case where a = 2k by J.-L. Lions and P.-L. Lions. We establish the existence,
uniqueness, and regularity of such solutions, extending the work of Clopeau, Mikeli¢, and Robert and
of Lopes Filho, Nussenzveig Lopes, and Planas, which was restricted to simply connected domains
and nonnegative a.

Assuming a particular bound on the growth of the LP-norms of the initial vorticity with p
(Yudowvich vorticity), and also assuming additional smoothness on I" and «, we obtain a uniform-in-
time bound on the rate of convergence in L2(f2) of solutions to the Navier-Stokes equations with
Navier boundary conditions to the solution to the Euler equations in the vanishing viscosity limit.
We also show that for smoother initial velocities, the solutions to the Navier—Stokes equations with
Navier boundary conditions converge uniformly in time in L2(2), and L? in time in H* (), to the
solution to the Navier—Stokes equations with the usual no-slip boundary conditions as we let a grow
large uniformly on the boundary.
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1. Introduction. Let Q be a bounded domain in R? with a C?-boundary I'
consisting of a finite number of connected components, and let n and 7 be unit
normal and tangent vectors, respectively, to I'. We follow the convention that n is an
outward normal vector and that the ordered pair (n, 7) gives the standard orientation
to R2. Define the rate-of-strain tensor,

D(v) = % [Vo+ (Vo)T].

We consider the existence, uniqueness, and regularity of solutions to the Navier—
Stokes equations with Navier boundary conditions. These boundary conditions, in-
troduced by Navier in [19] and derived by Maxwell in [18] from the kinetic theory of
gases (see [12]), assume that the tangential “slip” velocity, rather than being zero, is
proportional to the tangential stress. With a factor of proportionality a in L>°(T"), we
can express Navier boundary conditions for a sufficiently regular vector field v as

(1.1) v-n=0and 2v(n-D(w))-T+av-T=0o0nT.

We will find it more convenient, however, to let @ = a/v, and write these boundary
conditions in the form

(1.2) v.n=0and 2(n-D(v))-T+av-T=0o0nT.
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NAVIER-STOKES WITH NAVIER BOUNDARY CONDITIONS 211

(We give an equivalent form of Navier boundary conditions in Corollary 4.2.)

The reason for preferring the second form for the boundary conditions is that,
in the vanishing viscosity limit, we will hold « fixed as we let v approach zero, and
we will show that the solution to the Navier—Stokes equations with Navier boundary
conditions converges to a solution to the Euler equations. (See, however, the comment
at the end of section 8.)

J.-L. Lions in [15, pp. 87-98] and P.-L. Lions in [16, pp. 129-131] consider the
following boundary conditions, which we call Lions boundary conditions:

v-n=0and w(v)=0onT,

where w(v) = 91v% — Gv? is the vorticity of v. Lions boundary conditions are the
special case of Navier boundary conditions in which a = 2k, as we show in Corollary
4.3.

J.-L. Lions, in Theorem 6.10 on page 88 of [15], proves existence and uniqueness
of a solution to the Navier—Stokes equations in the special case of Lions boundary
conditions but includes the assumption that the initial vorticity is bounded. With
the same assumption of bounded initial vorticity, the existence and uniqueness are
established in Theorem 4.1 of [5] for Navier boundary conditions, under the restriction
that « is nonnegative (and in C?(T)). This is the usual restriction, which is imposed
to ensure the conservation of energy. Mathematically, negative values of a present
no real difficulty, so we do not make that restriction (except in section 9). The only
clear gain from removing the restriction, however, is that it allows us to view Lions
boundary conditions as a special case of Navier boundary conditions for more than
just convex domains (nonnegative curvature).

P.-L. Lions establishes an energy inequality on page 130 of [16] that can be used in
place of the usual one for no-slip boundary conditions. He argues that existence and
uniqueness can then be established for initial velocity in L?(£2)—and no additional as-
sumption on the initial vorticity—exactly as was done for no-slip boundary conditions
in the earlier sections of his text. As we will show, P.-L. Lions’s energy inequality
applies to Navier boundary conditions in general, which gives us the same existence
and uniqueness theorem as for no-slip boundary conditions. (P.-L. Lions’s comment
on the regularity of dyu does not follow as in [16], though, because (4.18) of [16] is not
valid for general Navier boundary conditions.) We include a proof of existence and
uniqueness in section 6 that closely parallels the classical proofs due to Leray as they
appear in [15] and [22]. In section 7, we extend the existence, uniqueness, regularity,
and convergence results of [5] and [17] to multiply connected domains.

It is shown in [17] that if the initial vorticity is in LP(Q2) for some p > 2, then
after extracting a subsequence, solutions to the Navier—Stokes equations with Navier
boundary conditions converge in L>([0, T; L?(£2)) to a solution to the Euler equations
(with the usual boundary condition of tangential velocity on the boundary) as v — 0.
This extends a result in [5] for initial vorticity in L°°(€2), and because the solution to
the Euler equations is unique in this case, it follows that the convergence is strong in
L>°([0,T7]; L?(£2))—that is, does not require the extraction of a subsequence.

The convergence in [17] also generalizes the similar convergence established for the
special case of Lions boundary conditions on page 131 of [16] (though not including the
case p = 2). The main difficulty faced in making this generalization is establishing a
bound on the LP-norms of the vorticity, a task that is much easier for Lions boundary
conditions (see pages 91-92 of [15] or page 131 of [16]). In contrast, nearly all of [5] and
[17], including the structure of the existence proofs, is directed toward establishing an
analogous bound.
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The methods of proof in [5] and [17] do not yield a bound on the rate of con-
vergence. With the assumptions in [17], such a bound is probably not possible. We
can, however, make an assumption that is weaker than that of [5] but stronger than
that of [17] and achieve a bound on the rate of convergence. Specifically, we assume,
as in [14], that the LP-norms of the initial vorticity grow sufficiently slowly with p
(Definition 8.2) and establish the bound given in Theorem 8.4. To achieve this result,
we also assume additional regularity on o and T'.

The bound on the convergence rate in L>([0,77]; L?(2)) in Theorem 8.4 is the
same as that obtained for Q = R? in [14]. In particular, when « is nonnegative, it gives
a bound on the rate of convergence for initial vorticity in L>°(Q2) that is proportional
to

(Vt)% eXP(_C”WO HLZmLOOt)7

where C' is a constant depending on Q and «, and w° is the initial vorticity. This is
essentially the same bound on the convergence rate as that for Q = R? appearing in
[3].

Another interesting question is whether solutions to the Navier—Stokes equations
with Navier boundary conditions converge to a solution to the Navier—Stokes equations
with the usual no-slip boundary conditions if we let the function o grow large. We
show in section 9 that such convergence does take place for initial velocity in H3(Q)
and I' in C? when we let a approach +oo uniformly on I'. This type of convergence
is, in a sense, an inverse of the derivation of the Navier boundary conditions from
no-slip boundary conditions for rough boundaries discussed in [10] and [11].

In [13], Kato gives necessary and sufficient conditions for the vanishing viscosity
limit of solutions to the Navier—Stokes equations with no-slip boundary conditions to
converge to a strong solution to the Euler equations. In particular, he shows that
the vanishing viscosity limit holds if and only if the L2-norm of the gradient of the
velocity in a boundary layer of width proportional to the viscosity vanishes sufficiently
rapidly as the viscosity goes to zero. For Navier boundary conditions, it is easy to
show that this norm on the boundary layer converges sufficiently rapidly, and because
we have established the vanishing viscosity limit, it follows that Kato’s conditions all
hold, thus completing, in a sense, Kato’s program for Navier boundary conditions.
We describe this in more detail in section 10.

We follow the convention that C' is always an unspecified constant that may vary
from expression to expression, even across an inequality (but not across an equality).
When we wish to emphasize that a constant depends, at least in part, upon the
parameters xq,...,&,, we write C(z1,...,2z,). To distinguish between unspecified
constants, we use C and C'.

For vectors u and v in R?, by u- Vv we mean the vector whose jth component is
u'9;v7. For 2 x 2 matrices A and B we define A- B = A B% so Vu- Vv = d;u’d;v".
Here, as everywhere in this paper, we follow the common convention that repeated
indices are summed—whether or not one is a superscript and one is a subscript.

For the vector u and the scalar function 1 we define

uJ_ = (_uzvul)a va = (_a2¢a 311/1)7 W(U) = 817-’42 - 82'“1'
If X is a function space and k a positive integer, we define (X)* to be

{(flﬂ"'?fk’):flEX,...,kaX}.
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For instance, (H'(Q))? is the set of all vector fields, each of whose components lies
in H1(Q). To avoid excess notation, however, we always suppress the superscript
k when it is clear from the context whether we are dealing with scalar-, vector-, or
matrix-valued functions.

We will make use of the following generalization of Gronwall’s lemma. The suc-
cinct form of the proof is due to Tehranchi [21].

LEMMA 1.1 (Osgood’s lemma). Let L be a measurable nonnegative function and
v a nonnegative locally integrable function, each defined on the domain [to,t1]. Let
w: [0,00) — [0,00) be a continuous nondecreasing function, with 1(0) = 0. Let a > 0,
and assume that for all t in [to,t1],

(1.3) L) S at [ (L) ds

to

If a > 0, then

Ifa=0 and [, ds/u(s) = oo, then L =
Proof. We have

/w) da /a+f20 (L) du g
< =
o K@) T g p(z)

C A (s)u(L(s)) ds Co
<Amm«ﬁwwwwmm<4“)”

The last inequality follows from (1.3), since p is nondecreasing. O

We have stated Lemma 1.1 in the form that it appears on page 92 of [4]. This
lemma is equivalent to a theorem of Bihari [2], though with an assumption only of
measurability of p rather than continuity; see, for example, Theorem 5.1 on pages
40-41 of [1].! An early form of the inequality appears in the work of Osgood [20],
who assumes that a« = 0, v = 1, and the bound is on |L(t)| in (1.3); because of this,
Lemma 1.1 is often referred to as Osgood’s lemma. See also the historical discussion
in section 2.14 of [6].

2. Function spaces. Let
(2.1) E(Q) = {ve (L*Q))* :divv e L*(Q)},
as in [22], with the inner product

(u,v) o) = (u,v) + (divu,divo).

We will use the following theorem, which is Theorem 1.2 on page 7 of [22], several
times.

LEMMA 2.1. There exists a continuous linear operator v, mapping E(Q) into
H~Y2(T) such that

V¥ = the restriction of v-m to T for every v in (D(2))?.

IThe inequality in equation (5.2) of Theorem 5.1 of [1] should be < instead of >.
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Also, the following form of the divergence theorem holds for all vector fields v in
E(Q) and scalar functions h in H'(Q):

/U-Vh—l—/(divv)h:/vnw%h.
Q Q r

We always suppress the trace function 7y in our expressions, and we write v - n
in place of y,v.
Define the following function spaces as in [5]:

H={ve (L*’(Q)*:divo=0inQandv-n=0onT},
(2.2) V={veH' () :divo=0inQandv-n=0o0nT},
W ={veVNH*Q):v satisfies (1.2)} .

We give W the H?-norm, H the L?-inner product and norm, which we symbolize by
(+,+) and ||-||L2(Q), and V the H'-inner product,

(u,v)y = Z(@iu, R

7

and associated norm. This norm is equivalent to the H'-norm, because Poincaré’s
inequality,

(2.3) HUHLP(Q) <C(Q,p) ||vv||LP(Q)

for all p in [1, 00|, holds for all v in V.
Ladyzhenskaya’s inequality,

1/2 1/2
(2.4) 19ll sy < CQ) 10llE550y V0] gy »

also holds for all v in V, though the constant in the inequality is domain dependent,
unlike the constant for the classical version of the space V.

We will also frequently use the following inequality, which follows from the stan-
dard trace theorem, Sobolev interpolation, and Poincaré’s inequality:

(2.5) 0]l 2y < CO) [ollatay 1Vl at0) < CEO) ol

for all v in V.

3. Hodge decomposition of H. Only simply connected domains are consid-
ered in [5] and [17]. To handle multiply connected domains we will need a portion of
the Hodge decomposition of L?(2). We briefly summarize the pertinent facts, drawing
mostly from Appendix I of [22].

We assume that €2 is connected, for if it has multiple components we perform
the decomposition separately on each component. Let I'y,... ,I'y41 be the com-
ponents of the boundary I' with I'y; bounding the unbounded component of Q.
Let 31,..., %N be one-manifolds with boundary that generate H;(2,T;R), the one-
dimensional real homology class of (2 relative to its boundary I'.

We can decompose the space H into two subspaces, H = Hy @& H., where

Hy = {v € H : all internal fluxes are zero},
H. ={veH:wk) =0}.
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An internal flux is a value of [, v-n. Then Ho = H".

Define #;, i = 1,..., N, to be the solution to Ay; = 0 on Q, ©; = C; on T,
and 1; = 0 on all other components of I'; where C; is a nonzero constant. By elliptic
regularity, ; is in H?(Q2) (apply, for instance, Theorem 8.12 on page 176 of [8]). Thus,
hi :== V4t is in H'(Q) and is divergence-free since div V+ = 0, and h; - n = 0 since
1; is locally constant along T'; that is, h; is in V. The vectors (hq,...,hy) form an
orthogonal basis for H. C V, which we can assume is orthonormal by choosing (C;)
appropriately.

If v isin V then v is also in H so there exist a unique v in Hy and A in H, such
that v = u + h; also, (u,h)g = 0. But h is in V; hence, u also lies in V. This shows
that V' = (VN Hy) & H,, though this is not an orthogonal decomposition of V.

Given v in H we construct an associated stream function ¢ in H!(Q) as follows.
Fix a point a on 0. For any z in Q, and let v be a smooth curve in Q from a to .
Along the curve v let 7 be a unit tangent vector in the direction of v and n be the
unit normal vector for which (n,7) gives the standard orientation to R%. Then one
can show that the function v defined by

(3.1) W(z) = —Lv-nds

is independent of the choice of v and of the set of generators, and that v = V+1. (The
salient fact is that v-n integrates to zero along any generator of the first (nonrelative)
homology because v - n = 0 along 0f2.)

On the boundary component containing a, v is zero, because v -n = 0 on I
On the other boundary components, v is constant, because the internal fluxes are
independent of the path. In the special case where v is in Hy, all the internal fluxes
are zero, so ¥ is zero on all of I'. From the way that we defined the basis (hy) for H,,
it is clear that the projection into H. of a vector lying in H is uniquely determined
by the value of its stream function on the boundary.

The following is due to Yudovich.

LEMMA 3.1. For any p in [2,00) and any v in Hy with w(v) in LP(Q),

IV0l 2oy < COPIw(0)] ey -

Proof. Let v be in Hy with w(v) in LP(Q). Then, as noted above, the associated
stream function v vanishes on I'. Applying Corollary 1 of [24] with the operator
L =A and r = 0 gives

IVl o) < 191l m20) < CEOPIAY] o) = COQP W@ p0y- D

For Q simply connected, H = Hyp, and Lemma 3.1 applies to all of H. The critical
feature of Lemma 3.1 is that the dependence of the inequality on p is made explicit,
a fact we will exploit in the proof of Theorem 8.4.

With the assumption of additional regularity on I', we have the following result
for velocity fields in H.

COROLLARY 3.2. Assume that T is C*€ for some € > 0. Then for any p in [2, 0)
and any v in H with w(v) in LP(Q),

IVl Lo () < COpllw@)l Lo @) + C' (D) V]l 20 »

the constants C(2) and C'(Q) being independent of p.
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Proof. Because I is C%¢, it follows from elliptic regularity theory that each 1; is
in C%¢(Q) (apply, for instance, Theorem 6.14 on page 101 of [8]). Thus, each basis
element h; = V1), for H, is in C1¢(Q) and so Vh; is in L>(1Q).

Let v be in H with w(v) in LP(Q), and let v = u + h, where « is in Hy and h is
in H.. Let h = Zfil cihi and 1 = ||hl| p20) = O, c2)1/2. Then

N N
VAl Loy < D _leil IVhill oy < D rIQMP [Vhill oo o

i=1 i=1

N
< rmax{l, |Q|1/2} Z ||th‘||L<x>(Q) <C Hh”L2(Q) ‘
i=1

But Hy = H;", so ||U||2L2(Q) = ||UH%2(Q) + ||h||%2(Q)a and thus ||h||L2(Q) < HU||L2(Q)-
Therefore,
IVl 1oy < VUl ooy + VAl Lo (o)
< COQp lw®)ll Loy + C' (D) [0]l L2 ()
by virtue of Lemma 3.1. 0

4. Vorticity on the boundary. Let x be the curvature of I'. Then « is con-
tinuous because I' is C?, and if we parameterize each component of T' by arc length,
s, it follows that

a—n'—d—n—ﬁT
or  ds

LEMMA 4.1. Ifu and v are in (H*(2))? withu-n=v-n=0 on T, then

(4.1) (v-Vu) -n=—ku-v,

(4.2) mn-Vv) - 1=w)+(t-Vv) n=w) —kv-T,
1

(4.3) (n-Dw))-T= §w(v) — KU T.

Proof. Because u - n has a constant value (of zero) along T',

0 ou on
Ofg(lpn)fgon+anf(T~Vu)'n+/m~T,

so (7-Vu)-n = —ku-7. But v is parallel to 7, so (4.1) follows by linearity. The
identity in (4.3) is Lemma 2.1 of [5], and (4.2) is established similarly. |
COROLLARY 4.2. A wector v in V N H%(Q) satisfies Navier boundary conditions
(that is, lies in W) if and only if
(4.4) wv)=2k—a)v-Tandv-n=0onT.
Also, for allv in W and u in 'V,

(4.5) (n-Vv)-u=(k—a)v-uonl.
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Proof. Let v be in V N H?(Q). Then from (4.3),
(4.6) 2(n- D)) - T+ 2k(v-T) =w(v).

If v satisfies Navier boundary conditions, then (4.4) follows by subtracting 2(n- D(v))-
T+av-7T =0 from (4.6). Conversely, substituting the expression for w(v) in (4.4)
into (4.6) gives 2(n- D(v)) - T4+ av -7 =0.

If v is in W, then from (4.2),

mn-Vv) - 1=w@)—kv-T=2k—a)v-T—kv - T=(k—a)v-T,

and (4.5) follows from this, since w is parallel to 7 on I'. |
COROLLARY 4.3. For initial velocity in H?(Q), Lions boundary conditions are
the special case of Navier boundary conditions in which

o = 2K.

That is, any solution of (NS ) with Navier boundary conditions where o = 2k is also
a solution to (NS ) with Lions boundary conditions.

5. Weak formulations. We give two equivalent formulations of a weak solution
to the Navier—Stokes equations with Navier boundary conditions, in analogy with
Problems 3.1 and 3.2 on pages 190-191 of [22].

For all win W and v in V,

/Au'v:/(diVVui)vi:/(Vui-n)vi—/ Vu' - Vo'
Q Q r Q
:/(n-Vu)~v—/Vu-VU:/(/i—oz)u-v—/VU-VU7
r Q r Q

where we used (4.5) of Corollary 4.2. This motivates our first formulation of a weak
solution.

DEFINITION 5.1. Given viscosity v > 0 and initial velocity u° in H, u in
L2([0,T]; V) is a weak solution to the Navier—Stokes equations (without forcing) if
u(0) = u® and

(NS) %/Qum—&-/ﬂ(qu)-v—i—V/QVwVv—V/F(/f—a)um:O

for allv in V. (We make sense of the initial condition u(0) = u° as in [22].)
This formulation of a weak solution is equivalent to that in (2.11) and (2.12) of
[5]. This follows from the identity

Q/QD(u)oD(v):/QVwavf/Fnqu,

which holds for all u and v in V. To establish this identity, let u and v be in VN H?(Q)
and observe that 2D(u) - D(v) = Vu- Vv + Vu-(Vv)T. Also, because u is divergence-
free, Vu- (V)T = 0;u?0;v" = 9;(9;u/v?) = div(v-Vu). Then, using (4.1), the identity
follows from

/QVW(VU)T:/QdiV(v'Vu):/F(U-Vu)~n=—/qu'v

(5.1)
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and the density of H%(Q2) NV in V.

Our second formulation of a weak solution will be identical to that of Problem 3.2
on page 191 of [22], except that the operator A of [22] will also include the boundary
integral of (5.1). Accordingly, we define the operators A and B by

(Au,v)vyr = /QVwVv — /F(n_a)u.v,
B =[50

Q
for all ©w and v in V.
By (2.5),

(6:2)  [(Aw,0)vvr| < flully llly + Cllull 2y [0l 20y < Cllully [[olly -

Thus, A : L*([0,T]; V) — L*([0,T]; V'), and, as it does for the classical version of the
space V (for which vectors are zero on T), B : L([0,7); V) — L([0,7]; V'). Thus, if
u is a solution as in Definition 5.1, then —vAu — Bu lies in L*([0,T]; V') and

4 (u,v) = (—vAu — Bu, v)y,y-

dt ’

for all v in V. It follows from Lemma 1.1 on page 169 of [22] that w is in C([0,T; H).

This not only makes sense of the initial condition u(0) = u° but also shows that the

following formulation of a weak solution is equivalent to that of Definition 5.1.
DEFINITION 5.2. Given viscosity v > 0 and initial velocity u® in H, u in

L3([0,T); V) is a weak solution to the Navier-Stokes equations if u(0) = u° and

u' € LY([0,T); V'),
w +vAu+ Bu=0 on (0,T),
u(0) = P,

where v’ := Osu.
From here on we will refer to either of the formulations in Definitions 5.1 and 5.2
as (NS).

6. Existence and uniqueness. We can obtain existence and uniqueness of a
solution to (NS) assuming only that the initial velocity is in H.

THEOREM 6.1. Assume that T is C? and « is in L>=(T). Let u° be in H and
let T > 0. Then there exists a solution u to (NS). Moreover, u is in L*([0,T]; V)N
C([0,T); H), ' is in L*([0,T); V'), and we have the energy inequality

(6.1) lu()l L2q) < e 1 L2 g

The constant C(a) is zero if a is nonnegative on T.
Sketch of proof. Existence of a solution to (IN.S) proceeds as in the first proof of
existence in [15, pp. 75-77], though using the analogue of the energy inequality on
page 130 of [16]. Using (4.5), we have, formally, Typo fixed from

published version:
9 9 9 integral over domain
||uHL2(Q) tv HvullL?(Q) = V/(n -Vu)-u < Cv ||u||L2(F) ) should have been
r integral over the
boundary.

1d

(6.2) Sdq
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where C' = supp|k — a|. Arguing exactly as in [16], it follows that

d 2 2 2
o ullz20) + ¥ IVullp2(q) < Cvllullf2q, -

Integrating over time gives

t
U@y + [ IV s
(6.3) 0

t
2
SMW§mﬁ%WAHM@MMD%-

The energy bound, (6.1), then follows from Gronwall’s lemma. (If « is nonnegative,
then, in fact, energy is nonincreasing—in the absence of forcing—so C(a) = 0. This
follows from the equation preceding (2.16) of [5].)

The proofs of regularity in time and space and of uniqueness proceed exactly as
in the proof of Theorem 3.2 on page 199 of [22], though in the proof of uniqueness we
must account for the presence of the boundary integral in (NS). |

7. Additional regularity. If we assume extra regularity on the initial velocity,
that regularity will be maintained for all time. This is crucial for establishing the
vanishing viscosity limit in section 8, where we must impose stronger regularity on
the initial velocity to obtain existence of a solution to the Euler equations.

THEOREM 7.1. Assume that T is C*/?%¢ and that a is in HY/?>+¢(T')+CY/2+<(T)
for some € > 0. Let u® be in W with initial vorticity w°, and let u be the unique
solution to (NS) given by Theorem 6.1 with corresponding vorticity w. Let T > 0.
Then

u' € L*([0,T); V)N C([0,T]; H).
If, in addition, w° is in L>°(Q) (so u® is compatible), then
we C(0, T) HA(Q)), w € C(0,T); H'(9)) N L=([0,T) x ).

Proof. Regularity of v’. We prove that u’ lies in L2([0,T]; V) N L*([0,T]; H) in
three steps as in the proof of Theorem 3.5 on pages 202-204 of [22]. In this proof,
Temam uses a Galerkin approximation sequence (u,,) to the solution u. We employ
the same sequence, though using the basis of Corollary A.3 rather than that of [22];
this is the only change to step (i).

No change to step (ii) of Temam’s proof is required, because the bound on
[lul,(0)]|2 in (3.88) of [22], which does not involve boundary integrals, still holds.

In step (iii), an additional term of

v [ et P
r
appears on the right side of (3.94) of Temam’s proof, which we bound by
v
CVHU{m”LQ(Q)||VU{mHL2(Q) < §||Vuin||%2(g) + CV”U%@H%%Q)-
Then (3.95) of Temam’s proof becomes

d
Tl @Ol ) < dm®llun )17z ),
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where

2
60 = (24.00) lin 10

and the proof that u’ lies in L2([0,T]; V) N L°([0, T]; H) is completed as in [22].

Regularity of u and w. To establish the regularity of u and w we follow the boot-
strap argument in the second half of the proof of Theorem 2.3 in [5]. For completeness,
we give a full account of this argument here, adapting it to multiply connected do-
mains.

Because v/ is in L2([0,T]; V) we can argue as in the paragraph preceding Defini-
tion 5.2, with u’ playing the role of u, that «’ is in C([0,T]; H). The membership of v’
in L2([0,7); V) also gives u in H'([0,7T];V); by one-dimensional Sobolev embedding,
u is then in CY/2([0,T];V) and hence in C([0,T); V). It follows that u - Vu is in
C([0,T); L1(2)) for all g in [1,2) (see, for instance, Theorem 1.4.4.2 on page 28 of [9]).

Now let § > 0 and let ® := —u - Vu — «/ 4+ Bu. Then ® is in C([0,T]; L(2)) for
all ¢ in [1,2) by our observations above. Because of the additional regularity we have
imposed on T" and on « over that assumed in Theorem 6.1, g := (26 — a)u - T lies in
C([0,T); HY/2(T)) (see, for instance, Theorem 1.4.1.1 on page 21 and Theorem 1.4.4.2
on page 28 of [9]).

Let a : V xV — R be defined by a(u, v) = (Au+Bu,v)y,ys and require that 3 > 0
be sufficiently large that a(v,v) > |[v||3 for all v in V. This is possible because «
is in L>°(T') € H'Y/2T¢(T) 4+ C''/?+<(T") by one-dimensional Sobolev embedding. Also
by (5.2) we see that |a(u,v)| < C|ully ||v|l,,- Applying the Lax-Millgram lemma,
we find that there exists a unique w in V such that a(w,v) = ® for all v in V. By
Definition 5.2, w = wu(t) for all ¢ in [0,7]. By Definition 5.1, u(t) is also the unique
variational solution at time ¢ in [0, 7] to Stokes’s problem,

—vAu+Vp+pPu=3> in Q,
divu =0 in Q,
wu)=g on T

Formally, the vorticity formulation of the above system is

—VAw + fw =w(P) in Q,
w=g onT.

Because w(®) is in C([0,T]; H~19(£2)), standard elliptic theory gives a unique solution
win C([0,T]; HY(£2)). Because u is in C([0,T]; H), there exists an associated stream
function ¢ in C([0,T] x ) that is constant on each component of I" at time ¢ in [0, T';
this follows directly from (3.1). Letting ¢ be the unique solution to

AY=w in ),
Y= onT,

it follows that u = V+, because u and V+1) have the same vorticity (curl V- = A)
and their stream functions (namely, ¢ and 1) share the same value on T'.

By Theorem 2.5.1.1 on page 128 of [9], ¢ is in C([0,T]; H*%(Q)); u, then, is in
C([0,T]; H*9(Q)) and hence in C([0,7] x Q) by Sobolev embedding. But u is in
C([0,T); V), so u - Vu and also ® are in C([0,T]; L*(Q2)). Passing through the same
argument again, this time with ¢ = 2, gives u in C([0, T]; (H?(£2))?). ad
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With Theorem 7.1, we have a replacement for Theorem 2.3 of [5] that applies
regardless of the sign of a. Since the nonnegativity of « is used nowhere else in [5]
and [17], all the results of both of those papers apply to simply connected domains as
well regardless of the sign of a—with the regularity we have assumed on I' and «.

To remove the restriction on the domain being simply connected, it remains only
to show that Lemmas 2 and 3 of [17] remain valid for multiply connected domains.
We show this for Lemma 2 of [17] in Theorem A.2. Because, however, for multiply
connected domains there is no longer a unique vector field in W with a given vorticity,
we must define a vector field to be compatible, rather than its vorticity, as was done
in [17].

DEFINITION 7.2. A wvector field v in W is called compatible if w(v) is in L= ().

As for Lemma 3 of [17], we need only use Corollary 3.2 to replace the term
lw(-, t)HlL;?Q) with (Jlw(, t)HLp(Q) + [Jul t)”L?(Q))l_e in the proof of Lemma 3 in [17].
Lemma 3 of [17] then follows with no other changes in the proof—only the value of
the constant C' changes.

We thus have the following theorem, which is only a slight modification of Propo-
sition 1 of [17], and which applies to multiply connected domains and unsigned «.

THEOREM 7.3. Assume that T' and o are as in Theorem 7.1. Let q be in (2, 0],
and assume that u® is in V with initial vorticity w° in LP(Y) for some p in [g,oc]. Let
T > 0. Then there exists a unique solution u to (NS ) with corresponding vorticity w,
and for all p in [q, 0],

(7.1) lw®l o < lw®llze + Co
a.e. in [0,T]. The constant Cy, which is independent of p, is given by
Co = O(T, , 55, )T max{|Q|*%, 1} (|u’]| 2(q) + ||| La(q)) -

Also, u is in L*([0,T];C(Q2)) N L>([0,T]; V), the norm of u in this space being
bounded over any finite range of viscosity v.

Proof. Approximate u® by a sequence of compatible vector fields via Theorem A .2,
and let u,, be the corresponding solutions to (NS) given by Theorem 7.1. The argu-
ment in the proof of Lemma 3 of [17] can be used to bound A = ||(2k — @)up - ([ L= (q)
in terms of [|w®| La(q), and this in turn gives the bound |jwy (¢)||, < [[w°|zr + Co.
This bound holds for the solution u in the limit, as in the proof of Proposition 1 in
[17]. (The constant C(T,«,k,q) approaches infinity as ¢ approaches 2, so it is not
possible to extend this result to p = 2.)

Finally, using Sobolev interpolation, (2.3), and Corollary 3.2,

0 —0
la(®) |y < C lul®) gy lul®) e
< C )12 0y (o) oy + 0]l o),

where 0 = (¢—2)/(2¢—2). This norm is finite by (6.1), so u is also in L>([0,T]; C(2))
and its norm is uniformly bounded over any finite range of viscosity, as is its norm in
L*>([0,T]; V). Explicitly,

(7.2)

ull oo go,1v) = IVUll Loo 0, 79522(02)) < C IVUll Lo (0,77 19 ()
(7.3) < Cllwll oo o, 172000y + 1wl oe 0,77, 22(02))
< C(T,oz,,'<a)ec(o‘)”T7

a bound we will use in section 8. In the second inequality above we used Corollary
3.2. d
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8. Vanishing viscosity. In this section we bound the rate of convergence in
L>°([0,T]; L?(IR?)) of solutions to (NS) to the unique solution to the Euler equations
for the class of (bounded or unbounded) Yudovich vorticities. To describe Yudovich
vorticity, we need the following definition.

DEFINITION 8.1. Let 6 : [pg,00) — R for some py > 1. We say that 0 is
admissible if the function (3 : (0,00) — [0,00), defined for some M > 0 by*

(8.1) B(z) := Bu(x) = zinf { (M2 /e)f(1/e€) : € in (0,1/po]}
satisfies

b de
) o ) =

Because [y(x) = M By (x/M), this definition is independent of the value of M,
though the presence of M in the definition will turn out to be convenient. Also, 3 is
a monotonically increasing continuous function, with lim,_,o+ G(z) = 0.

Yudovich proves in [26] that for a bounded domain in R™, if |||, < 6(p) for
some admissible function 6, then at most one solution to the Euler equations exists.
Because of this, we call the class of all such vorticities Yudovich vorticity.

DEFINITION 8.2. We say that a vector field v has Yudovich vorticity if p +—
[w (@) 1o(q) is an admissible function.

Examples of admissible bounds on vorticity are

(8.3) o(p) = 1,01(p) =logp,...,0m(p) =logp-loglogp---log™ p,

where log™ is log composed with itself m times. These admissible bounds are de-
scribed in [26] (see also [14].) Roughly speaking, the LP-norm of a Yudovich vorticity
can grow in p only slightly faster than logp and still be admissible. Such growth in
the LP-norm arises, for example, from a point singularity of the type loglog(1/|z|).

DEFINITION 8.3. Given an initial velocity u® in V, @ in L*([0,T]; V) is a weak
solution to the Euler equations if uw(0) = u® and

d [ _ o
pn Qu-v—&—/ﬂ(u-Vu)-v—O

forallvinV.

The existence of a weak solution to the Euler equations under the assumption that
the initial vorticity w® is in LP(£2) for some p > 1 (a weaker assumption than that of
Definition 8.3 when 1 < p < 2) was proved in [25]. By the result in [26] mentioned
above, the solutions are unique in the class of all such solutions @ for which w(@) and
u' lie in L° (R; LP(Q)) for all p in an interval [pg, 00).

THEOREM 8.4. Assume that I and o are as in Theorem 7.1. Fiz T > 0, let u’
be in V, and assume that w° is in LP(R?) for all p in [2,00), with ||w°|z» < 0(p)
for some admissible function 0. Let u be the solution to (NS) for v > 0 given by
Theorem 7.3 and @ be the unique weak solution to the FEuler equations for which w(T)
and @' are in LS (R; LP(Q)) for all p in [2,00), @ and u both having initial velocity
u®. Then

() — a(t) in L0, T]; L3(Q) N L3(T)) as v — 0.
2The definition of 8 in (8.1) differs from that in [14] in that it directly incorporates the factor of

p that appears in the Calderén-Zygmund inequality; in [14] this factor is included in the equivalent
of (8.2).
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Also, there exists a constant R = C(T,«, k), such that if we define the function
f:10,00) = [0,00) by

LGN

— =CT,
/Ru B(r)

where (3 is defined as in (8.1), then

(8.4) lw = all Lo 10,1712 (0)) < f)'? and
[ UHLoo [0,T);L2(1)) < (T, "‘f)f(’/)l/4

for all v in (0,1].
Proof. We let w = u — w. It is possible to show that integral identity in Defini-
tion 5.1 extends to any v in L?([0,7]; V) in the form

/atu-v+/(u-Vu)~v+1//Vu-Vv—z//(n—a)u-v:O
Q Q Q r

with a similar extension for the identity in Definition 8.3. Applying these identities
with v = w and subtracting give

/Qw-atuH—/Qw-(u~Vw)+/Qw-(w-Vﬂ)
:V/F(K:—a)u~w—1//QVu~Vw.

Both dyu and d;u are in L?([0,T]; V'), so (see, for instance, Lemma 1.2 on page
176 of [22])

(8.5)

1d
/Slw 0w = 5 o lwlza

Applying Lemma 2.1,

/w(qu)
Q
o 1 . X 1
= Wowt = = j'E HZ2 =z . 2
/Qwuajw 2/Qua]i(w) 2/Qu V|w|

= }/(u'n)|w|2—1/(divu)\w|2:O,
2 Jr 2 Ja

since u-n =0 on I'" and dive = 0 in 2. Thus, integrating (8.5) over time,

t
(8.6) @)y < K +2 [ [ vl

zV/O [/,@au.w/ﬂvu.vm}
21//0 [/m—au w+/Vu Vu}

where

K

IN
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Applying (2.5) and then using (7.3) and its equivalent for solutions to the Euler
equations (where the constant does not increase with time), we have

(8 7) /F(H/ — Oé)’u . w‘ < HH/ — O‘HLOC(F) ||UHL2(F) ||w||L2(F)

< Cllully wlly < C(T, a, k)e T

By (7.3) we also have

(8.8) ’/QVu -Vl < HVUHL?(Q) HVHHL?(Q) < C(T,a,m)ec(“)”T,
SO
(8.9) K< C(T,a,m)ec(o‘)”Ty < Rv

for all v in (0, 1] for some constant R.
By (7.2), |lullpee(o,ryxey < C for all v in (0,1]. It is also true that u is in
L>([0,T] x Q) (arguing, for instance, exactly as in (7.2)). Thus,

M= sup ||[w]?| L0712
ve(0,1]

is finite.
Also, because the LP-norms of vorticity are conserved for u, we have, by Corollary
3.2,

(8.10) 2(IVa(t)ll 1oy < CPlIC|Lr () + Cllu’l 2 () < Cp(8(p) + 1/p)

for all p > 2. Because 6 is admissible, so is p — C[0(p) + 1/p], and its associated (3
function—call it 3—is bounded by a constant multiple of that associated to ; that
is, 3 < Cp.

We now proceed as in [14]. Let s be in [0,T], and let

A=luw(s,@)?, B=|Va(s,z)l, L(s) = [[w(s)]7-
Then
/ lw(s, z)|*|Va(s, )| da :/ AB :/ AAYTB < Me/ Al7°B
R? R? R? R?
< MeYA™ N pa-a | Bllpye = MAI Bl -
1
(0(1/€) + ¢).

67
€

= MeL(s)*¢||Va(s)| /e < CML(s)'~
Since this is true for all € in [1/pg, 00), it follows that
2 [ Vals,o)lfu(s,0)P do < CHLL) < CALG))
RQ

From (8.6) and (8.9), then, we have

L(t) < Rv+C /0 B(L(r)) dr.
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By Lemma 1.1,

o [ (L )l [

It follows that for all ¢ in (0,77,

Lods L ds
8.12 —_— CcT _—
(8.12) o B =TT /m 50s)

As v — 07T, the left side of (8.12) becomes infinite because of (8.2); hence, so must
the right side. But this implies that L(¢) — 0 as v — 0T and that the convergence is
uniform over [0, 7. It also follows from (8.11) that

L® - gy
(8.13) /R e

and that, as v — 0, L(¢t) — 0 uniformly over any finite time interval. The rate of
convergence given in L ([0, T]; L?(Q2)) in (8.4) can be derived from (8.13) precisely
as in [14].

By (2.5),

_ 1/2 1/2
= 2y = 0]l 2y < C IV gy ol g

< O(T, a, k)" TL() 4,

from which the convergence rate for L°°([0,T]; L?(T')) in (8.4) follows. 0

The convergence rate in L>([0,T]; L?(£2)) established in Theorem 8.4 is the same
as that established for the entire plane in [14], except for the presence of the constant
C and the value of the constant R, which now increases with time (linearly, when «
is nonnegative).

In the important special cased of bounded initial vorticity, one obtains the bound

T

1 _—e
_ R\ 2°
(8.14) = Tll oo 0,77, L2y < M2 (M)

for all ¢ in [0,T] for which v < (M/R)e2. Here, the R and M are defined as
in the proof of Theorem 8.4, and € = C||w°||p2nr=~. When « is nonnegative, R is
proportional to ¢, and (8.14) is essentially the same bound obtained by Chemin in [3]
working in all of R2.

One can also calculate explicit bounds for the sequence of admissible vorticities
n (8.3), obtaining bounds similar to that of (8.14), but with iterated exponentials. In
general, it is not possible to obtain an explicit bound. The important point, however,
is that, as described in section 5 of [14], it is possible to obtain an arbitrarily poor
bound on the convergence rate for properly chosen initial vorticity. This is because
the function f, which was defined implicitly in terms of 3, can, conversely, be used
to define 3, and we can choose f so that it approaches zero arbitrarily slowly. (It is
an open and difficult question whether initial vorticities actually exist that achieve
arbitrarily slow convergence.)

In Theorem 8.4, we held « constant in (1.2) and let v — 0, which is equivalent to
letting a — 0 linearly with v in (1.1). One could modify the proof of Theorem 8.4 in
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an attempt to obtain the vanishing viscosity limit with slower than linear convergence
of a to 0 by being explicit about the value of the constant Cy in Theorem 7.3. This
constant controls the bounds on both K and M in the proof of Theorem 8.4, which,
along with the LP-norms of the initial vorticity, ultimately determine the convergence
rate. But Cp increases to infinity with ||a[|p« r, and the bounds on K and M each
increase to infinity with Co. The conclusion is that [|ot]| ;) must be bounded over
sufficiently small values of v for the approach in the proof of Theorem 8.4 to remain
valid. Thus, using our approach, we cannot significantly improve over the assumption
that o remains fixed as v — 0 in the vanishing viscosity limit.

9. No-slip boundary conditions. As long as « is nonvanishing, we can let
v = 1/a and re-express the Navier boundary conditions in (1.2) as

(9.1) v.n=0and 2y(n-D(v))-T4+v-T=0o0nT.

When 7 is identically zero, we have the usual no-slip boundary conditions. An obvious
question to ask is whether it is possible to arrange for v to approach zero in such a
manner that the corresponding solutions to the Navier—Stokes equations with Navier
boundary conditions approach the solution to the Navier—Stokes equations with the
usual no-slip boundary conditions in L>°([0, T]; L*(Q)).

Let u° be an initial velocity in V, and assume that v > 0 lies in L>°(T). Fix a
v > 0 and let

u = the unique solution to the Navier—Stokes equations
with Navier boundary conditions for e = 1/ and
u = the unique solution to the Navier—Stokes equations

with no-slip boundary conditions,

in each case with the same initial velocity «°.

If we let v approach 0 uniformly on the boundary, we automatically have some
control over u on the boundary.

LeMMA 9.1. For sufficiently small ||| o (1),

HUOHLZ(Q) 1/2
(9.2) ll L2 o, 73522 (1)) < v ||7HL/°°<F>'

N

Proof. Assume that [|7[| ;o is sufficiently small that & > & on I'. Then, as in
the proof of Theorem 6.1, we have

1d 2 2 /
—— ||u(t + v ||Vul(t =v [ (k—a)u-u,
531 U0y + v IV ) = [ (5= )

SO
5 t
Ja) i < 1001220 + 20 / / (k- a)u .
But
. 2
[ =y —inf (=} (O e
SO

2 . 2
”u(t)HL?(Q) < ||UOH%2(Q) —2v lfrlf {a—r} ||u||L2([0,t];L2(F))
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and
2 .
||uHL2([O,t];L2(I‘)) < ||UO||%2(Q)/(2V1{£f {a —k}).

Then (9.2) follows because ||| o infr {o — £} — 1 as [[7]| ooy — 0. 0
If we assume enough smoothness of the initial data and of I', we can use (9.2) to
establish convergence of u to @ as ||| e () — 0.

THEOREM 9.2. Fiz T > 0, assume that u® is in V N H3(Q) with u® = 0 on T,
and assume that T is C®. Then for any fived v > 0,

(9.3) u — U in L=([0,T); L2(Q)) N L2([0, T]; H*(Q)) N L2([0, T; L*(T))

asy — 0 in L=(T'). Here, H'(Q) is the homogeneous Sobolev space.

Proof. First, u exists and is unique by Theorem 6.1; the existence and uniqueness
of % are classical results. Because u” is in H3(Q) and ' is C3, @ is in L>([0, T]; H3(£2))
by the argument on page 205 of [22] following the proof of Theorem 3.6 of [22]. Hence,
Vi is in L= ([0, T]; H?(2)) and so in L*°([0,T7]; C(Q)).

Arguing as in the proof of Theorem 8.4 with w = u — u, we have

/8tw-w—|—/w~(u-Vw)—|—/w-(w-Vﬂ)+1//Vw~Vw
Q Q Q Q
—V/(m—a)u~w+1//(n-Vﬂ)-u}zO.
r r

(Even though w is not a valid test function for u, we are working with sufficiently
smooth solutions that this integration is still valid. Since w is divergence-free and
tangential to the boundary, the pressure term for each equation integrates to zero.)
Butu=0o0onT,sow=wonT, and

/Q&gw-uH-/Qw-(w-Vﬂ)—I-V/Q|Vw|2+1//r(oz—n)|u\2
+1//F(n-Vﬂ)-u:0.

For [|7][ oo (1) sufficiently small that o = 1/y > & on I', integrating over time
gives

t t
(0.4) fwo @ + / IVl < K +2 / /Q 2|V,

where

t t
K=-2v [ [@v)usow [ [Vl ol
o JI 0
t
< C’//O Ha”Hz(Q) ||U||L2(r) <Cv ||ﬂ\\L2([o,T];H2(Q)) ”uHLZ([O,T];L?(F)) :

By Theorem 3.10 on page 213 of [22], [[@l .29 7], 52 (q)) IS finite (though the bound
on it in [22] increases to infinity as v goes to 0), so by Lemma 9.1,

(9.5) K < Ci) M2 -
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Because Vi is in L>([0, T]; C(Q)),

t t
/ / w2V < Ca(v) / leo()[2q s,
0 JQ 0

where Ca(v) = [|V]| oo (0 77x ) and (9.4) becomes

K t
2 2 1/2 )
o) sy +» | 190l < CL0Y 20y + o) [ T .
By Gronwall’s lemma,
2 1/2 y
lo®lIZ2q) < CL@) IV 1y €0,

and the convergence in L>([0,T]; L2(R2)) and thus also in L2([0,T]; H'(Q)) follow
immediately. Convergence in L?([0,T7]; L?(T)) then follows directly from Lemma 9.1,
since u=0on I d

10. The boundary layer. In [13], Kato investigates the vanishing viscosity
limit of solutions of the Navier—Stokes equations with no-slip boundary conditions to
a solution of the Euler equations for a bounded domain in R%, d > 2. What Kato
shows is the following: Let w be the weak solution to the Navier—Stokes equations
with no-slip boundary conditions and with «(0) in H, and let @ be the solution to the
Euler equations, where sufficient smoothness is assumed for w(0) that V@ is bounded
on [0,7] x . Assume also that u(0) — @w(0) in H as v — 0. Then the following are
equivalent:

(i) u(t) — u(t) in L?(Q) as v — 0 uniformly over ¢ in [0, 77;

(i) u(t) — u(t) in L*(Q) as v — 0 weakly for all ¢ in [0, 7T7;

(i) v [y [IVul7aqy dt — 0 as v — 0;

(i) v fy [ Vulja,,) dt —0asv— 0.
Here, T'.,, is the boundary strip of width cv with ¢ > 0 fixed but arbitrary.

Let us return to the setting of Theorem 8.4 and compare the situation to that
of [13]. We now have zero forcing and the same initial conditions for both (N.S)
and (FE), which simplifies the analysis in [13] slightly, but we have different boundary
conditions on (NS) and we have insufficient smoothness of u° for Kato’s conditions
to apply. However, we have already proven that condition (i) holds and hence also
(ii), and since conditions (iii) and (iii’) follow immediately from (7.1), no further work
is required to show the equivalence of Kato’s four conditions.

(It is also possible to directly adapt Kato’s argument to our setting, thereby
establishing the vanishing viscosity limit in the spirit of Kato. This requires, however,
all of the results developed to prove the vanishing viscosity limit in Theorem 8.4 and
considerably more effort besides.)

We can bound the rate at which the convergence in condition (iii’) occurs, giving
us some idea of what is happening in the boundary layer.

THEOREM 10.1. With the assumptions in Theorem 8.4,

T
v / IVulaqr,, dt < Cp,T, 0, 5,u0)T(26) =222/

for all p in (2,00) and t in [0,T].
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Proof. We have, using (7.1) and Corollary 3.2,
IVull 2 (r, ) < 12Vullpa g,y < 12l gy 1Vl oo
< el cry) (€2 1olzoey + €' el )
< Nl ) (Cp (160010 + Co) +C” ull ()
where 1/p’ +1/p=1/2. But
2]l Lo < CVP = Co1/21p,

Substituting this into the earlier inequality, squaring the result, setting § = 2cv, and
integrating over time conclude the proof. |

The proof of Theorem 10.1 shows that the square of the gradient of the velocity for
a solution to (NS) with Navier boundary conditions vanishes in the L?-norm nearly
linearly with the width of the boundary layer. We could obtain linear convergence for
appropriate smoother initial velocities if we could show that |[Vul|;« g, is bounded
uniformly over small v. It is not at all clear, however, whether such a result is
obtainable. In any case, the behavior of the boundary layer for Navier boundary
conditions is principally derived from the boundary conditions themselves and is not
highly dependent upon the smoothness of the initial velocity.

This is in contrast to no-slip boundary conditions, where for smooth data probably
the strongest general statement that can be made was made by Kato in [13] with
his equivalent conditions for the vanishing viscosity limit. (See also the incremental
improvement in [23] and [27].) For the less regular initial velocities that we assume
in Theorem 8.4, it is quite possible that a condition stronger than Kato’s condition
(iii") is required to imply convergence in the vanishing viscosity limit. This is because
there is no known bound on [[ul| 2 (jo,7]; L (o)) uniform over small v, which is required
to achieve the vanishing viscosity limit using Osgood’s lemma as in section 8. In fact,
obtaining such a bound would almost certainly require obtaining a uniform bound on
the LP-norm of the vorticity for some p > 2, which is tantamount to establishing the
vanishing viscosity limit to begin with, at least for smooth initial data.

Appendix. Compatible sequences. For p in (1,00), define the spaces
(A1) X =HynH""(Q) and X* = HN H'"*(Q) = X} © H,,

each with the H1P(Q)-norm.
LEMMA A.1. Letp bein (1,00]. Forp <2letp=p/(2—p), forp>2letp = oo,
and for p =2 let p be any value in [2,00]. Then for any v in X},
ol 500y < C®) 1) ey -

Proof. For p < 2 and any v in X}, we have

1]l 5y < C@) I0llzaigy V0l Zn) < CO) VoIl
< C) @)l ooy -

where A=2(p—p)/(p(p—1)) =1if p <2 and A =2/p if p > 2. The first inequality
follows from Theorem 3.1 on page 43 of [7], the second follows from (2.3), and the
third from Lemma 3.1. |
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Given a vorticity w in LP(Q2) with p in (1, 00), the Biot—Savart law gives a vector
field v in H whose vorticity is w. (That v is in L?(Q) follows as in the proof of
Lemma A.1, Q being bounded.) Let v = w + h, where u is in Hy and h is in H..
Then w(u) = w as well, so we can define a function Kq: LP(2) — Hy by w — u
having the property that w(Kq[w]) = w. By (2.3) and Lemma 3.1, u is also in
H'?(Q), so, in fact, Kq: LP(Q) — X} and is the inverse of the function w. It is
continuous by the same two lemmas. We can write the inequality in Lemma A.1,
then, as || Kol 5 ) < C0) @1

THEOREM A.2. Assume that T is C? and « is in L>(T). Let v be in XP for
some p in (1,00) and have vorticity w. Then there exists a sequence (v,,) of compatible
vector fields (Definition 7.2) whose vorticities converge strongly to w in LP(Q). The
vector fields (v,) converge strongly to v in XP and, if p > 2, also in V.

Proof. Our proof is a minor adaptation of that of Lemma 2 of [17], which we first
summarize. Let N,, be a tubular neighborhood of T' of width 2/n (for n sufficiently
large) and let U,, = N,, N Q. Define d: U,, — R by d(z) = dist(z,T') and r: U,, —» T
by letting 7(x) be the nearest point to = on I'. Define a cutoff function ¢, in C*(Q)
taking values in [0,1] so that ¢, = 0 on U,41 and ¢, = 1 on Q\ U,, and let the
sequence (1) be an approximation of the identity.

It is shown in [17] that (3 is a continuous extension operator from LP(T) into
LP(Q), where

B(G)(@) = Ga() (g % w) (@) + (1 = Cal))e " PG (r(x))

and where p is defined as in Lemma A.1. In calculating 7, * w, we extend w by zero
to all of R2. Defining ¥: LP(I") — LP(T) by

V(G) = (26 — a)Ko[Bn(G)] - T,

it is shown that U is a contraction mapping for sufficiently large n and so has a unique
fixed point, G™. Finally, defining w,, = B(G™), the authors show that w,, converges to
w in LP(Q) (this argument uses Lemma A.1). Key to this last step is demonstrating
that ||G”||L;(F) is bounded over n.

Since the authors of [17] are working in a simply connected domain, they can deal
exclusively with vorticity. To adapt their proof to multiply connected domains, where
we must recover the velocity with the proper harmonic component, requires only one
change to their construction. We suppose that v = v + h with v € X{ and h in H,
and define

V(G) = (26 — a)(KalB(G)] + h) - 7.

In forming the difference ¥(G1) — ¥(G2) the term (2k — a)h - T cancels, and the
existence of a unique fixed point G™ follows precisely as in [17].
We can now define

Wn = ﬁ(Gn)a Un = KQ[Wn] + h,
and observe that on T,

wvy) =w, =B(G™) =G" =¥(G") = (26 — a)(Ka[B(G™M)]+h) - T
= (2k —a)(Kqlwn] + h) -7 = (2 — @)V, - T,
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so vy, satisfies the Navier boundary conditions. (Note that we had to include the
harmonic component h of the velocity in the definition of ¥; we could not simply
apply Lemma 2 of [17] to v and add h to the resulting vector field, because such a
vector field would not, in general, satisfy the Navier boundary conditions.)

The convergence of w, to w in LP(Q) is argued as in [17], except that now, to
show that |G| L7 (ry is bounded over n, we have

”GHHLE(F) <2k — O‘HLOO [ Kalwn] + h”[ﬁ(p)
< C(”Kﬂ[wn]HLE(r) + ”hHLE(F))

1 n
<€ (Wollsria + 5 16" ey + I Vhlun)
for n sufficiently large. Here, the bound on || Kq[wy,] ||L5(F) is as in [17] and the bound
on Hh||L;(F) follows from Theorem 3.1 on page 43 of [7] and (2.3) as in the proof of
Lemma A.1. It follows that HG”HL;(F)

what is required to complete the proof of the convergence of w,, to w in LP(Q) as in
[17].
To prove the convergence of v, to v in X?, we observe that

< C|v|ly. for sufficiently small n, which is
Xp

[Vv— VUnHLp(Q) = [Vu+ Vh — (VKqwn] + Vh)”Lp(Q)
= [IV(u = Kolwn])ll s (@) < Op llw(u = Kalwn])|l s ()

=Cp|lw— WnHLp(Q) )

where we used Lemma 3.1. Then by (2.3), v,, converges strongly to v in X? as well.
Convergence in V for p > 2 follows since €2 is bounded. u|

Our only use of Theorem A.2 is in the proofs of Theorem 7.3 and Corollary A.3.
In both of these instances we need only the case p > 2. We include all the cases,
however, for the same reason as in [17]: we hope that if the vorticity bound in Lemma
3 of [17] can be extended to p in (1,2), then the convergence in Proposition 1 of [17]
can also be extended (for multiply connected ).

COROLLARY A.3. Assume that T is C?, and o is in L°°(T'). Then there exists a
basis for V lying in W that is also a basis for H.

Proof. The space V. = (V N Hy) @ H, is separable because V' N Hy is the image
under the continuous function Kgq of the separable space L?(f)) and H. is finite-
dimensional. Let {v;};2, be a dense subset of V. Applying Theorem A.2 to each v;
and unioning all the sequences, we obtain a countable subset {u;};, of W that is
dense in V. Selecting a maximal independent set gives us a basis for V and for H as
well, since V' is dense in H. 0
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