STABILITY OF ORDINARY DIFFERENTIAL EQUATIONS WITH
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Abstract. We present a perturbation method for determining the moment stability of linear
ordinary differential equations with parametric forcing by colored noise. In particular, the forcing
arises from passing white noise through an \( n \)th order filter. We carry out a perturbation analysis
based on a small parameter \( \varepsilon \) that gives the amplitude of the forcing. Our perturbation analysis is
based on a ladder operator approach to the vector Ornstein–Uhlenbeck process. We can carry out
our perturbation expansion to any order in \( \varepsilon \), for a large class linear filters, and for quite arbitrary
linear systems. As an example we apply our results to the stochastically forced Mathieu equation.
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1. Introduction.

1.1. A class of stochastically forced linear equations. The original goal of
this work was to develop a framework for analyzing the stability of the stochastically
forced Mathieu equation,

\[
\ddot{x} + \gamma \dot{x} + (\omega_0^2 + \varepsilon f(t))x = 0,
\]

where \( f \) is a stochastic process and the stability is determined by the boundedness of
the second moment \( \langle \langle x^2(t) \rangle \rangle \) [5, 13]. Here, \( \langle \langle \cdot \rangle \rangle \) denotes the sample-average. We wanted
avoid heuristic methods and consider cases where \( f(t) \) is a stochastic process with
a realistic power spectral density. In particular, we do not want to assume that \( f \) is
white noise. Hence we want to analyze the case where \( f(t) \) is colored noise. However,
in order to rigorously derive a Fokker–Planck equation for a stochastic differential
equation, the governing equation must include only white noise [5]. We can achieve
both goals of rigor and realistic power spectral density by letting \( f \) be the output of
a linear filter that is forced by a vector white noise \( \xi \). That is,

\[
\begin{align*}
\dot{s} &= Hs + \xi(t), \\
f(t) &= \langle a, s(t) \rangle,
\end{align*}
\]

where \( H \) is an \( n \times n \) real, diagonalizable matrix, whose eigenvalues have negative
real parts, \( a \in \mathbb{R}^n \), and \( \langle \cdot, \cdot \rangle \) is the standard inner product on \( \mathbb{C}^n \). We will take
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deterministic initial condition $s(0) = 0$. We assume the noise vector $\xi$ is weighted white noise, meaning

\begin{equation}
\langle \xi \rangle = 0, \quad \langle \xi(t + \tau)\xi^T(t) \rangle = B\delta(\tau),
\end{equation}

where $B$ is symmetric and positive semidefinite. Thus, when $s(t)$ solves (1.2) it is a standard vector-valued Ornstein–Uhlenbeck process. We refer to the scalar process, $f(t) = \langle a, s(t) \rangle$, as colored noise or as an $n$th-order filter provided $s(t)$ solves (1.2).

In this paper we will be concerned with the more general problem of linear equations that are being parametrically forced by the function $f(t)$ in (1.3), that is, equations of the form

\begin{equation}
\dot{x} = A_0 x + \varepsilon \langle a, s \rangle A_1 x,
\end{equation}

where $s$ is the solution to the stochastic equation (1.2), $x(t) \in \mathbb{R}^N$ for some $N \geq 1$, and $A_0, A_1$ are $N \times N$ constant matrices.

The purpose of this paper is to present a perturbation method (assuming $\varepsilon$ is small) for determining the stability of the solution $x(t)$ of (1.5), by which we mean the boundedness of the second moments of $x(t)$. However, our method applies to the $p$th moment, so we will not limit our analysis to only second moments. Van Kampen has presented a heuristic approach to the case of colored noise forcing [24]. Though derived by completely different means, his result for the Mathieu equation (1.1) is the same as ours when considering only the first-moments, and without damping. He arrives at his result by truncating some series at order $\varepsilon^2$, and his result is only expected to be valid to this order. Our method is rigorous, can be applied to find solutions to any order in $\varepsilon$, and applies to any moment. We discuss this further in section 5.2.

We were originally interested in (1.1) as a model for the response of capillary gravity waves to a time-varying gravitational field arising from random vertical motions of a container with a free surface (as in [19]). Here $f(t)$ represents the random fluctuations in acceleration. Since the Fourier transform of an acceleration should vanish at zero, along with its derivative, the power spectral density of a realistic process $f$ should satisfy $S(0) = S'(0) = 0$. For example, we can construct a two-dimensional filter using the system (1.2) that has the power spectral density

\begin{equation}
S(\omega) = \frac{\sigma \beta^2 \omega^2}{(\omega^2 + \mu_1^2)(\omega^2 + \mu_2^2)},
\end{equation}

by choosing

$$H = \begin{pmatrix} -\mu_1 & 0 \\ \beta & -\mu_2 \end{pmatrix}, \quad B = \begin{pmatrix} \sigma & 0 \\ 0 & 0 \end{pmatrix}, \quad a = \begin{pmatrix} \beta \\ -\mu_2 \end{pmatrix}, \quad \mu_1, \mu_2, \sigma > 0.$$

The formula for $S(\omega)$ in (1.6) follows from Corollary C.4 in Appendix C.

The stochastically forced Mathieu equation has been analyzed before, for instance in [2, 3, 4, 9, 16, 22], but not for the case (1.1) or the general setting (1.5). References [16, 22] consider additive forcing, and [2, 3, 4] consider a different type of parametric
forcing. Reference [9] considers a different class of colored noises and studies stability by truncating an infinite hierarchy of moment equations. Other studies concern Lyapunov stability or rely on numerical methods. Our analysis applies to a broad class of equations in the form of (1.5) with a wide variety of forcing terms (1.2), is semianalytical (relying only on numerics for the computation of eigenvalues of small matrices), and can be applied to any moment.

1.2. Ladder operators and the vector Ornstein–Uhlenbeck process. Our perturbation analysis of the moment stability of (1.5) relies heavily on a simple characterization of the eigenvalues and eigenfunctions of the Fokker–Planck equation associated with (1.2). In particular, in sections 2 and 3 we characterize the spectrum using ladder operators by generalizing Dirac’s creation and annihilation operator approach to the quantum harmonic oscillator [11]. An understanding of the spectrum and eigenfunctions in terms of its ladder operators is crucial to developing the perturbation theory in section 4. Though other authors have used ladder operators for Ornstein–Uhlenbeck processes, they have considered only the scalar case \( n = 1 \) [20, 21, 23, 25]. We believe the extension to the vector case is by no means trivial, and is interesting in its own right.

The probability density function \( P(s_1, \ldots, s_n, t) \) associated with the process \( s(t) \) defined by (1.2) and (1.4) satisfies the Fokker–Planck equation

\[
\partial_t P = D P, \quad \text{with} \quad D P = \frac{1}{2} \text{div} (B \nabla P) - \text{div} (H s P).
\]

\( D \) is called the Fokker–Planck operator associated to (1.2). See [12] for a derivation of this equation. We note that the Fokker–Planck equation (1.7) is the same in both the Itô and Stratonovich interpretations because the matrix \( B \) is independent of \( s \) (see [12]). The operator \( D \) will play a crucial role in our stability analysis.

In section 2 we begin by analyzing the operator \( D \) in terms of its associated ladder operators, that is, operators \( \mathcal{L} \) satisfying the commutator equation

\[
[D, \mathcal{L}] = \mu \mathcal{L}.
\]

As in Dirac’s theory of the harmonic oscillator, the significance of the ladder operators stems from the fact that if \( \phi \) is an eigenfunction of \( D \) with eigenvalue \( \lambda \), then the function \( \mathcal{L} \phi \) will either vanish or be an eigenfunction of \( D \) with eigenvalue \( \lambda + \mu \).

In section 2 we show that we can construct the ladder operators by solving a matrix eigenvalue problem

\[
Ty = \mu y, \quad T = DA,
\]

where \( A \) is an antisymmetric matrix and \( D \) is a symmetric matrix, expressed in terms of \( H, B \). We show there are \( n \) raising operators, \( \mathcal{L}_k \), which generate new eigenfunctions of \( D \) with an increase in the real part of the eigenvalue, and \( n \) lowering operators \( \mathcal{L}_{-k} \) that correspondingly decrease the real part of the eigenvalue. We also show that \( D \) can be expressed in terms of its ladder operators. In particular,

\[
D = \sum_{k=1}^n \mu_k \mathcal{L}_{-k} \mathcal{L}_k,
\]

where \( \mu_k \) is the increment of the ladder operator \( \mathcal{L}_k \). That is, \([D, \mathcal{L}_k] = \mu_k \mathcal{L}_k \). This representation is useful for determining the spectrum of \( D \).
In section 3 we characterize the solutions of
\begin{equation}
D \phi = \chi \phi
\end{equation}
in terms of the ladder operators, \( \mathcal{L} \), and increments, \( \mu \), solving (1.8). In particular, we show that any eigenvalue \( \chi \) of \( D \) can be written as
\begin{equation}
\chi_k = - \sum_{j=1}^{n} k_j \mu_j,
\end{equation}
where \( \mu_j \) are the increments of the ladder operators with positive real parts, and the \( k_j \) are nonnegative integers. We will see that the increments \( \mu_j \) are the negatives of the eigenvalues of the matrix \( H \) defining the filter in (1.3). We also show that any eigenfunction of \( D \) can be obtained by applying the ladder operator to the eigenfunction \( \Phi_0(s) \) associated with the eigenvalue \( \chi = 0 \) of \( D \), which is the eigenvalue with the largest real part.

The results summarized in the previous paragraph rely on the fact that real parts of the eigenvalues of \( D \) are bounded above (see Lemma 3.1), which is proved in [17, 18, 22], but we give a different and simple proof of this in Appendix B. Here, the domain of \( D \) is the set of functions that have bounded moments of any order. The spectrum and eigenfunctions of \( D \) have been studied before (see [17, 18, 22]), but not in the context of ladder operators.

1.3. Perturbation expansion for moment stability analysis. In section 4 we use the classical perturbation theory of eigenvalues to carry out an analysis of the stability of (1.5). Our analysis begins by considering the ordinary differential equations (ODEs) for \( s(t) \) and \( x(t) \) together as a single ODE system. The probability density for the combined system (1.2) and (1.5), denoted \( P(s_1, \ldots, s_n, x_1, \ldots, x_N, t) \), solves the Fokker–Planck equation
\begin{equation}
\frac{\partial}{\partial t} P = \frac{1}{2} \text{div}_s (B \nabla_s P) - \text{div}_s (Hs P) - \text{div}_x ((A_0 + \varepsilon \langle a, s \rangle A_1) x P).
\end{equation}
The notation \( \text{div}_s \) and \( \nabla_s \) refer to divergence and gradient with respect to only the \( s_j \) variables, and similarly \( \text{div}_x \) is divergence in \( x \) variables. Equation (1.13) is the same in both the Itô and Stratonovich interpretations because the matrix \( B \) is independent of \( s \) and \( x \) (see [12]).

We can derive an equation for the \( p \)th marginal moments by multiplying (1.13) by monomials \( x^\alpha \) and integrating with respect to \( dx \), where \( \alpha \) is a multi-index of order \( p \). The result is an equation for \( m(s, t) \), a vector of the \( p \)th marginal moments, which is of the form
\begin{equation}
\partial_t m = D m + \Gamma_0 m + \varepsilon \langle a, s \rangle \Gamma_1 m.
\end{equation}
Note that \( D \) is a differential operator in only the \( s \) variables,
\begin{equation}
D \phi = \frac{1}{2} \text{div}_s (B \nabla_s \phi) - \text{div}_s (Hs \phi).
\end{equation}
In (1.14) each component of \( m(s, t) \) is of the form \( \int_{\mathbb{R}^N} x^\alpha P(x, s, t) dx \) for some multi-index \( \alpha \) with \( |\alpha| = p \). \( D m \) indicates \( D \) applied to each component of \( m \). For much of our analysis we can assume that the matrices \( \Gamma_0 \) and \( \Gamma_1 \) are given to us, but we illustrate how to obtain these matrices from the matrices \( A_0 \) and \( A_1 \) for the particular
case of the Mathieu equation in section 5. The matrices $\Gamma_0, \Gamma_1$ in (1.14) are constant and depend on which moments one is considering (see the example in (5.4)). There are $J = \binom{N+p-1}{p}$ distinct $p$th-order monomials in $N$ variables; therefore $\Gamma_0$ and $\Gamma_1$ are $J \times J$ matrices.

As in a standard stability analysis, in order to determine the stability of (1.14), we look for solutions of the form $\tilde{m}(s, t) = e^{\lambda t} m(s)$. Our equation for $m(s)$ becomes

$$
\lambda m = Dm + \Gamma_0 m + \varepsilon \langle a, s \rangle \Gamma_1 m.
$$

That is, the equation for the $p$th marginal moments of $x(t)$ can be written as an eigenvalue problem, and stability is decided by the sign of the real part of the largest eigenvalue.

We do a perturbation analysis assuming that the magnitude $\varepsilon$ of the forcing is small. Our analysis relies on the fact that when $\varepsilon = 0$ the eigenfunctions of (1.16) are the direct product of the eigenfunctions of $D$ and of the eigenvectors of the matrix $\Gamma_0$.

A key observation (see Lemma 4.1) for the perturbation analysis is that for any vector $a$ we can determine constants $\alpha_k$ and $\beta_k$ such that $\langle a, s \rangle$ can be written as

$$
\langle a, s \rangle = \sum_{k=1}^{n} (\alpha_k L_k + \beta_k L_{-k}),
$$

where $L_{\pm k}$ are the ladder operators satisfying (1.8). The proof of Lemma 4.1 is given in Appendix D.

In section 4 we show that when $\varepsilon = 0$, the eigenvalue of (1.16) with the largest real part is the same as the largest eigenvalue of the matrix $\Gamma_0$. If $\lambda_0$ is this unperturbed eigenvalue, then

$$
\lambda(\varepsilon) = \lambda_0 + \lambda_2 \varepsilon^2 + \cdots
$$

with

$$
\lambda_2 = \sum_{j=1}^{J} (\psi_j, \Gamma_1 \phi_j) (\psi_j, \Gamma_1 \phi_j) G(\nu_1 - \nu_j),
$$

where $\nu_1 = \lambda_0$, $\nu_j$ are the eigenvalues of $\Gamma_0$, and $\phi_j, \psi_j$ are the eigenvectors and normalized adjoint eigenvectors of $\Gamma_0$, respectively. Equation (1.18) uses the extended power spectral density $G(z)$, which is defined for a general stationary random process in (C.4) and is given explicitly in (C.6) for the filter $\langle a, s(t) \rangle$.

The form of $\lambda_2$ in (1.18) is derived for forcing terms that have the form (1.3); however, the fact that this is simply a weighted sum of values of $G$, whose coefficients depend only on $\Gamma_0, \Gamma_1$ (which do not depend on the filter), suggests that such a formula could hold for any process with a well-defined extended power spectral density. We have carried the perturbation analysis to higher orders, but the higher-order coefficients do not appear to have such a simple form as in (1.18).

The method in section 4 involves constructing matrices $\Gamma_0$ and $\Gamma_1$, which, as mentioned earlier, depend on $A_0, A_1$, and the representation of the $p$th marginal moments as a vector. We use the stochastic Mathieu equation as a specific example in section 5. In section 5.3 we discuss a numerical method for determining the stability of (1.5) without assuming that $\varepsilon$ is small. We compare these numerical results to our perturbation results up to both second and fourth order for the Mathieu equation and show they are in excellent agreement. In section 5.4 we give a second representation (whose derivation is given in [8]) for $\lambda_2$ that does not involve the matrices $\Gamma_0$ and $\Gamma_1$, but deals directly with the matrices $A_0$ and $A_1$. We have found that this representation simplifies numerical computations.
2. Existence and properties of ladder operators. In this section we define the notion of a ladder operator, show how to construct these operators, and prove some basic lemmas about them. Lemma 2.2 shows how ladder operators can be used to generate new eigenfunctions that have their eigenvalues changed by the increment of the ladder operator. Lemma 2.4 shows how to find the ladder operators \( L_k \) and their increments \( \mu_k \) by solving a matrix eigenvalue problem. Lemma 2.5 shows that the increments of the ladder operators are zero and \( \pm \mu_k \), where \( - \mu_k \) are the eigenvalues of the matrix \( H \) defining our filter (see (1.2)). Lemma 2.6 gives the commutator relations for the ladder operators, and Lemma 2.7 shows how to find the ladder operators and their increments by solving a matrix eigenvalue problem.

The basic lemmas in this section are crucial to the rest of this paper, and hence we have tried to write this section so that the lemmas stand out clearly. Though the lemmas are all easily stated, the proofs of some of the lemmas are quite technical, especially when attention is given to ensuring that they apply for complex eigenvalues of the matrix \( T \). For this reason, we have relegated many of the proofs to Appendix A.

Before discussing ladder operators, we should note that we define the domain of \( D \) as the set of functions that have bounded moments of any order. Thus, our definition of the domain of \( D \) differs from that given in [17]. That paper defined the domain based on the exponential decay of the eigenfunction \( \Phi_0 \) that we define in (3.5) and discuss in section 3. The two definitions of the domain give the identical eigenfunctions, but we believe ours is more natural since it does not require knowing the solution ahead of time. Reference [17] discusses a continuous spectrum that arises if the domain is defined so that the eigenfunctions of \( D \) are only required to be square integrable (or some similarly less restrictive condition). An examination of these eigenfunctions shows that they have a power law decay as \( s \) goes to infinity, and hence do not have moments of all orders. Hence our definition of the domain also excludes this continuous spectrum.

We now give a definition of a ladder operator of \( D \).

**Definition 2.1.** An operator \( L \) is a ladder operator for \( D \) with increment \( \mu \) if \( [D, L] = \mu L \) for some \( \mu \in \mathbb{C} \), where \([\cdot, \cdot]\) denotes the commutator \([D, L] = DL - LD\).

The following lemma shows that ladder operators can be used to generate new eigenfunctions from ones that we already know.

**Lemma 2.2.** Suppose \( L \) is a ladder operator such that \([D, L] = \mu L \). Let \( \phi \) be an eigenfunction of \( D \) with eigenvalue \( \chi \). Then either \( L \phi = 0 \), or \( L \phi \) is an eigenfunction of \( D \) with eigenvalue \( \chi + \mu \).

**Proof.** We have \( D L \phi - LD \phi = \mu L \phi \). Since \( \phi \) is an eigenfunction of \( D \), this gives us \( D L \phi = (\chi + \mu) L \phi \).

We defined the domain of \( D \) to be the set of functions that have moments of all orders. It should be noted that Lemma 2.2 would not apply if the domain had been (for example) the set of all square integrable functions. In that case a third possibility would exist. It could be that the function \( \phi \) is square integrable, but the function \( L \phi \) is not. Thus \( L \phi \) would not generate a new eigenfunction.

We will show that \( D \) has \( 2n + 1 \) ladder operators \( L_{\pm k}, k = 0, \ldots, n \). We begin by decomposing \( D \) into simple differential and multiplicative operators.

**Definition 2.3.** We define the operators \( L_j, j = 1, \ldots, 2n + 1 \) as follows:

\[
L_j \phi = \partial_s^j \phi \quad \text{for} \quad j = 1, \ldots, n,
\]

\[
L_{j+n} \phi = s_j \phi \quad \text{for} \quad j = 1, \ldots, n,
\]

\[
L_{2n+1} \phi = I \phi \quad \text{for} \quad j = 2n + 1.
\]
Here $I$ is the identity operator. Note that $[L_j, L_k] = 0$, unless $|j - k| = n$, and $[L_j, L_{j+n}] = I$. In particular, we have

$$[L_j, L_{k+n}] = \delta_{jk}I, \quad j, k = 1, \ldots, n. \quad (2.2)$$

We note that $D$ can be expressed in the operators $L_j$ as

$$D = \sum_{j=1}^{2n+1} \frac{1}{2} d_{jk} L_j L_k. \quad (2.3)$$

We let $D$ denote the symmetric matrix with components $d_{jk}$ in (2.3). The choice of $d_{jk}$ in (2.3) is not unique, but we make an explicit choice that makes this matrix symmetric. If we let $A$ denote the antisymmetric matrix with components $a_{jk}$ given by

$$[L_j, L_k] = a_{jk}I, \quad (2.4)$$

then we have explicit expressions for $A$ and $D$,

$$A = \begin{pmatrix} 0_n & I_n & 0 \\ -I_n & 0_n & \vdots \\ 0 & \cdots & 0 \end{pmatrix}, \quad D = \begin{pmatrix} B & -H & 0 \\ -H^T & 0_n & \vdots \\ 0 & \cdots & -\text{tr}(H) \end{pmatrix}. \quad (2.5)$$

For details regarding the construction of $D$, see Lemma A.1 in Appendix A.

Just as $D$ has a representation in terms of the operators $L_j$, its ladder operators will also be expressed in terms of the $L_j$. Consider an operator

$$\mathcal{L} = \sum_{j=1}^{2n+1} y_j L_j. \quad (2.6)$$

We write $y$ for the vector of coefficients of $\mathcal{L}$. From the representations (2.3) and (2.6), we see that the commutator $[D, \mathcal{L}]$ involves sums of terms of the form $L_i L_j L_k - L_k L_i L_j$, which at first sight do not appear to be linear in the operators $L_m$, $m = 1, \ldots, 2n + 1$. However, by twice applying the commutator relations in (2.2) we can show that $L_i L_j L_k - L_k L_i L_j$ is in fact a sum of the $L_m$. Determining the coefficient vector $y$ and increment $\mu$ thus becomes a matrix eigenvalue problem. The details of how we arrive at this form are given in Appendix A. Here we will merely state the result of these manipulations.

**Lemma 2.4.** If $y$ is the vector of coefficients for $\mathcal{L}$, as defined as in (2.6), then the equation $[D, \mathcal{L}] = \mu \mathcal{L}$ can be written as a matrix eigenvalue problem $Ty = \mu y$, where $T = DA$, and $D$ and $A$ are defined as in (2.5).

We make the assumption that the eigenvalues of $H$ have negative real parts, and the eigenvectors form a complete set. For simplicity of the arguments, we will also assume that the eigenvalues of $H$ are simple. By explicitly writing out the eigenvalue problem $Ty = \mu y$ we can determine the eigenvalues $\mu_k$ in terms of the eigenvalues of the matrix $H$. We will give the details of the proof in Appendix A.

**Lemma 2.5.** The eigenvalues of $T = DA$ are $\{0, \pm \mu_k\}, \ k = 1, \ldots, n$, where $-\mu_k$ are the eigenvalues of the matrix $H$.

Note that $\mathcal{L}_0$ is the identity operator with increment 0. Thus, our analysis involves only the $2n$ ladder operators $\mathcal{L}_{\pm k}$ for $k = 1, \ldots, n$. 
In doing the perturbation expansion it will be necessary to have the commutator relations of the operators \( L_i \). Finding the commutator relations for \([L_j, L_k]\) can be turned into a linear algebra problem involving the eigenvectors of the matrix \( T \). In particular, using (2.6) and (2.4) we get

\[
[L_j, L_k] = (y_j^T A y_k) I.
\]

From (2.5) it is easily seen that

\[
AD = -(DA)^T = -T^T.
\]

If \( DAy = \mu y \), then by multiplying both sides of this by \( A \) and using (2.8) we see that \( Ay \) is an eigenvector of \( T^T \) with eigenvalue \(-\mu\). With this in mind, the right-hand side of (2.7) can be written as the inner product between the vector \( y_j \) and the adjoint eigenvector of \( T \) associated with \(-\mu_k\). Using the fact that the eigenvectors and adjoint eigenvectors of a matrix form a biorthogonal set, we can arrive at a simple expression for the commutators.

When dealing with complex quantities, the notation in this argument gets to be a bit tedious, and we will leave the details to Appendix A. The final commutator result is given by the following lemma.

**Lemma 2.6.** For \( j, k \geq 1 \) we have \([L_j, L_k] = 0\) and \([L_{-j}, L_k] = \delta_{jk} I\).

In Dirac’s theory of the harmonic oscillator, he shows that the Hamiltonian operator can be written as the product of the raising and lowering operators. We now generalize this result to the vector case. In this case the operator \( D \) can be written as a weighted sum of the products of the raising and lowering operators. The next lemma shows that the weights are in fact the eigenvalues \( \mu_k \) of the matrix \( T \). We leave the proof of this lemma to Appendix A but note that its proof is probably the most subtle one in this paper.

**Lemma 2.7.** The differential operator \( D = \sum_{i,j=1}^{2n+1} d_{i,j} L_i L_j \) can be written as

\[
D = \sum_{k=1}^{n} \mu_k L_{-k} L_k.
\]

An important feature of the decomposition (2.9) is that only terms of the form \( L_{-k} L_k \), \( k > 0 \), appear (there are no terms of the form \( L_k L_{-k} \) for \( k > 0 \)).

**3. Eigenvalues and eigenfunctions of \( D \).** In this section we will use the ladder operator formalism to completely characterize the eigenvalues and eigenfunctions of the operator \( D \). We note that the spectrum of \( D \) has already been studied and characterized [17, 18, 22], but not in terms of ladder operators. We include another proof of those results because the characterization in terms of ladder operators is used in the perturbation analysis in section 4.

As with Dirac’s theory of the quantum harmonic oscillator, the analysis of the spectrum using ladder operators requires that the real part of the spectrum be bounded above. We will now state this as a lemma, but leave the proof to Appendix B.

**Lemma 3.1.** The real part of the spectrum of the operator \( D \), as defined in (1.15), is bounded above.

The following theorem will allow us to characterize the eigenfunction associated with the eigenvalue with the largest real part.

**Theorem 3.2.** Let \( \Phi(s) \) be an eigenfunction of \( D \) (as in (1.15)) associated with the eigenvalue having the largest real part. We must have \( L_k \Phi = 0 \) for \( k = 1, \ldots, n \).
Proof. Suppose $\Phi(s)$ is an eigenfunction of $D$ with eigenvalue $\chi$. If $\Psi = L_k \Phi \neq 0$, then $\Psi(s)$ will be an eigenfunction of $D$ with eigenvalue $\chi + \mu_k$. This will give us an eigenvalue with a larger real part than $\chi$. Hence if $\chi$ is the eigenvalue with the largest real part, then $L_k \Phi = 0$ for all $k$.

Remark 1. The system $L_k \Phi = 0$ for each $k = 1, \ldots, n$ is an overdetermined system of first-order differential equations. The fact that a solution exists is non-trivial. However, the fact that $[L_k, L_j] = 0$ implies that the Frobenius theorem applies (see [1, 6]), which guarantees that the system is solvable.

Remark 2. As in the comment following Lemma 2.2, we should note that the domain of $D$ is defined as the set of functions that have moments of all orders. If the domain of $D$ were defined using the less stringent requirement that the eigenfunctions be square integrable, it would not be necessary that $L_k \Phi = 0$ for all $k$. This is because in this case $L_k \Phi$ does not have to generate a new eigenfunction. It could instead produce a function that is not square integrable.

By Theorem 3.2, the “top” eigenfunction $\Phi_0(s)$ (i.e., the eigenfunction associated to the largest eigenvalue of $D$) must satisfy the equations $L_k \Phi_0 = 0$. If $y^k$ is the eigenvector of $T$ associated with the eigenvalue $\mu_k$, and if $\mu_k \neq 0$, then the last component of $y^k$ vanishes (see the proof of Lemma 2.5 in Appendix A). That is, we can write

\begin{equation}
 y^k = \begin{pmatrix} p_k \\ q_k \\ 0 \end{pmatrix}.
\end{equation}

Using (2.6) and the definition of the operators $L_k$ in (2.1), the equations $L_k \Phi_0 = 0$ can thus be written as

\begin{equation}
 p_k \cdot \nabla \Phi_0 + (q_k \cdot s)\Phi_0 = 0, \quad k = 1, \ldots, n.
\end{equation}

If we make the ansatz that $\Phi_0(s) = \exp(-\frac{1}{2} s^T \Sigma s)$, then (3.2) will be satisfied if and only if

\begin{equation}
 P^T \Sigma = Q^T,
\end{equation}

where

\begin{equation}
 P = [p_1, p_2, \ldots, p_n], \quad Q = [q_1, q_2, \ldots, q_n].
\end{equation}

If $P$ is invertible, this gives us $\Sigma = (P^T)^{-1} Q^T$. It is not clear that $P$ is invertible, or that $\Sigma$ is symmetric. However, under certain weak assumptions on $H$ and $B$ (see Definition 3.3 and Lemma 3.4 below) this will be the case. If these assumptions hold, it is convenient to write $\Sigma^{-1} = PQ^{-1}$. We now define the notion of a controllable pair.

Definition 3.3. The matrices $H$ and $B$ will be said to form a controllable pair if there is no nontrivial vector $z$ such that $z^T H^k B = 0$ for $k = 0, \ldots, n - 1$. This is equivalent to requiring rank $C = n$, where $C$ is the $n \times n^2$ matrix $C = [B, HB, \ldots, H^{n-1} B]$.

In Appendix B we prove the following lemma.

Lemma 3.4. Assuming that all of the eigenvalues of $H$ have real parts less than zero, the eigenvectors of $H$ are complete, and that $B$ is positive semidefinite, then $\Sigma^{-1} = PQ^{-1}$ is symmetric and positive semidefinite. If $H$ and $B$ also form a controllable pair, then the matrix $\Sigma^{-1}$ is positive definite, and hence the matrices $\Sigma = QP^{-1}$ and $P$ are nonsingular.
Requiring \((H, B)\) to be a controllable pair eliminates some "degenerate" types of filters. For instance, if \(H = \text{diag}(-\mu_1, -\mu_2)\) and \(B = \text{diag}(1, 0)\), then \((H, B)\) is not a controllable pair. In this case, \(s_1(t)\) is a scalar Ornstein–Uhlenbeck process, but \(s_2(t)\) is deterministic, so \(s(t)\) is not a genuine two-dimensional Ornstein–Uhlenbeck process, but rather one-dimensional process with an appended deterministic component.

**Definition 3.5.** We will say that the \(n \times n\) real matrices \(H\) and \(B\) satisfy the basic conditions if

(i) \(B\) is symmetric and positive semidefinite,

(ii) \(H\) has simple eigenvalues \(-\mu_k\) with \(\text{Re} \ [\mu_k] > 0\) for \(k = 1, \ldots, n\),

(iii) \((H, B)\) form a controllable pair (Definition 3.3).

The requirement of simple eigenvalues for \(H\) is for convenience and could be replaced with the requirement of a complete set of eigenvectors.

**Lemma 3.6.** Assuming \(H\) and \(B\) satisfy the basic conditions (Definition 3.5), the eigenvalue \(\chi_0\) with the largest real part of \(D\) is simple, and the eigenfunction \(\Phi_0(s)\) associated with it is given by

\[
\Phi_0(s) = \exp \left( -\frac{1}{2} (s, \Sigma s) \right),
\]

where \(\Sigma = QP^{-1}\). Moreover, \(\chi_0 = 0\).

**Proof.** Without loss of generality we look for solutions of the form \(\Phi_0(s) = e^{\psi_0(s)}\). In order to satisfy (3.2) we must have

\[
D_k \cdot \nabla \psi_0 + (q_k \cdot s) = 0.
\]

A direct calculation shows that \(\psi_0 = -\frac{1}{2} (s, \Sigma s)\) satisfies this equation. If we have another solution to this equation, say \(\psi_1\), then the difference \(\psi_0 - \psi_1\) between these solutions will satisfy \(D_k \cdot \nabla (\psi_0 - \psi_1) = 0\) for \(k = 1, \ldots, n\). The vectors \(p_k\) are complete they are the eigenvectors of \(H^T\), which implies that \(\psi_0 - \psi_1\) is a constant. This in turn implies that the eigenfunctions associated with each of the solutions \(\psi_0(s)\) are multiples of each other, and hence \(\chi_0\) is simple.

From Lemma 3.1, the real part of the the spectrum of \(D\) is bounded above. From Lemma 2.7, we can write \(D = \sum_{k=1}^n \mu_k L_k L_k\). Hence, when we apply \(D\) to the eigenfunction \(\Phi_0(s)\) associated with \(\chi_0\), we will get \(D \Phi_0 = 0\) because \(L_k \Phi_0 = 0\), \(k = 1, \ldots, n\), by Theorem 3.2. Hence \(\chi_0 = 0\).

**Theorem 3.7.** Let \(H\) and \(B\) satisfy the basic conditions (Definition 3.5). \(\chi\) is an eigenvalue of \(D\) if and only if it can be written as in (1.12), where \(k_j\) are nonnegative integers, and \(-\mu_j\) are the eigenvalues of \(H\). The eigenfunction associated with \(\chi_k\) is given by \(\Phi_k(s) = L_{k_1}^{k_1} L_{k_2}^{k_2} \ldots L_{k_n}^{k_n} \Phi_0(s)\), where \(\Phi_0(s)\) is defined as in (3.5).

**Proof.** From Lemmas 3.1 and 3.6, the real part of the spectrum of \(D\) is bounded above by \(0\), and \(\chi = 0\) is an eigenvalue of \(D\) that has the form (1.12). If \(\chi\) is any other eigenvalue, and \(\Phi\) is its eigenfunction, then there must be at least one value of \(k\) such that \(L_k \Phi \neq 0\). If this new eigenvalue has the form given in (1.12), then the previous one will too. We can keep carrying out this process obtaining eigenvalues with larger real parts. This process must eventually end since the real part of the spectrum is bounded above. It can end only when we arrive at the largest eigenvalue, which we have already seen is zero. This implies (1.12).

The argument in the previous paragraph shows that any eigenvalue of \(D\) must be of the form (1.12). To show that any number \(\chi_k\) of this form must be an eigenvalue of \(D\) we show that \(\Phi_k(s) = L_{k_1}^{-k_1} L_{k_2}^{-k_2} \ldots L_{k_n}^{-k_n} \Phi_0(s)\) is the eigenfunction associated with \(\chi_k\). This follows from Lemma B.4 in Appendix B.
4. Perturbation method. The marginal-moment equation (1.14) is derived by multiplying (1.13) by a monomial \( x^\alpha \) for some multi-index \( \alpha \), then integrating with respect to \( x \). If this is done for each multi-index of order \( p \), we derive a set of equations for the \( p \)th marginal moments. If we collect the \( p \)th marginal moments into a vector \( \mathbf{m} \), we arrive at (1.14). The matrices \( \mathbf{\Gamma}_0, \mathbf{\Gamma}_1 \) depend not only on \( \mathbf{A}_0, \mathbf{A}_1 \), but also on our mapping of the \( p \)th marginal moments into \( \mathbf{m} \). For this reason, we do not write the explicit form of \( \mathbf{\Gamma}_0, \mathbf{\Gamma}_1 \) in this section, but we do write them out for the example of second marginal moments for the Mathieu equation in section 5.

We let \( \phi_j \) denote the eigenvectors of \( \mathbf{\Gamma}_0 \) with eigenvalues \( \nu_j \). We let \( \psi_j \) be the normalized adjoint eigenvectors, so that \( \psi_j^T \phi_j = \langle \psi_k^T \phi_j \rangle = \delta_{kj} \). We may assume without loss of generality that the \( \nu_j \) are ordered so that \( \text{Re} [\nu_1] \geq \text{Re} [\nu_j] \) for all \( j \).

We expand the unknowns as series in \( \varepsilon \),

\[
\lambda = \lambda_0 + \varepsilon \lambda_1 + \varepsilon^2 \lambda_2 + \cdots, \quad \mathbf{m}(s) = \mathbf{m}_0(s) + \varepsilon \mathbf{m}_1(s) + \varepsilon^2 \mathbf{m}_2(s) + \cdots,
\]

and solve for the terms of these series. If we substitute these expansions into (1.16), and collect the zeroth-order terms, we get

\[
\lambda_0 \mathbf{m}_0 = \mathbf{Dm}_0 + \mathbf{\Gamma}_0 \mathbf{m}_0.
\]

The eigenfunctions of \( \mathbf{D} \) are scalar-valued, and the eigenvectors of \( \mathbf{\Gamma}_0 \) are constant vectors. Assuming that both the eigenfunctions of \( \mathbf{D} \) and the eigenvectors of \( \mathbf{\Gamma}_0 \) are complete, the most general solution \( \mathbf{m}_0 \) to (4.2) will be a product of an eigenfunction of \( \mathbf{D} \) with an eigenvector of \( \mathbf{\Gamma}_0 \), and \( \lambda_0 \) will be the sum of the eigenvalues of \( \mathbf{D} \) and \( \mathbf{\Gamma}_0 \). We are interested in the largest eigenvalue, so we take

\[
\mathbf{m}_0(s) = \Phi_0(s) \phi_1
\]

and \( \lambda_0 = \nu_1 \) because 0 is the largest eigenvalue of \( \mathbf{D} \) and \( \mathbf{D} \Phi_0 = 0 \) (Lemma 3.6), and \( \nu_1 \) was selected to have the largest possible real part (note that the choice of \( \nu_1 \) need not be unique).

The form of the forcing in (1.5) allows us to represent \( \langle a, s \rangle \) in terms of the ladder operators. In particular, the parametric forcing by the linear filter \( \langle a, s(t) \rangle \) results in the presence of the first-order polynomial \( \langle a, s \rangle \) in the Fokker–Planck equation, and thus in the term \( \varepsilon \langle a, s \rangle \mathbf{\Gamma}_1 \mathbf{m} \) in the moment equation (1.16). Since the ladder operators, \( \mathcal{L}_{\pm k} \), are linear combinations of first-order operators \( \partial_s \) and monomials \( s_j \), it is reasonable to try to write \( \langle a, s \rangle \) as a linear combination of \( \mathcal{L}_{\pm k} \). The completeness of the eigenvectors of \( \mathbf{H} \) allows us to do this, greatly simplifying our perturbation analysis.

**Lemma 4.1.** If the eigenvectors of \( \mathbf{H} \) are complete, and \( \alpha_k, \beta_k \) are defined as in (D.1) (Appendix D), then

\[
\langle a, s \rangle = \sum_{k=1}^n (\alpha_k \mathcal{L}_k + \beta_k \mathcal{L}_{-k})
\]

The proof of Lemma 4.1 is in Appendix D. Formula (4.4) ensures that the coefficients \( \alpha_k \) and \( \beta_k \) will appear in the coefficients of the perturbation expansions (4.1). We show in Appendix C that the extended power spectral density, \( G(z) \), of \( \langle a, s(t) \rangle \) can also be expressed in terms of \( \alpha_k \) and \( \beta_k \) (Theorem C.3). This allows us to derive a simple formula for the order \( \varepsilon^2 \) coefficient of \( \lambda(z) \) in terms of \( G(z) \) (Theorem 4.8).
Recall that there are \( J = \binom{N+p-1}{p} \) distinct \( p \)-th order monomials in \( N \) variables, and that \( \Gamma_0 \) and \( \Gamma_1 \) are \( J \times J \) matrices. We will assume that \( \Gamma_0 \) has a complete set of eigenvectors, which is the case for the Mathieu equation, and occurs whenever the eigenvectors of \( A_0 \) are complete. The following lemma gives solvability conditions that will be used repeatedly in our analysis.

**Lemma 4.2.** Let \( H \) and \( B \) satisfy the basic conditions (Definition 3.5). Suppose that \( \Gamma_0 \) has a complete set of eigenvectors \( \{ \phi_j \}_{j=1}^{J} \), with eigenvalues \( \nu_j \), normalized adjoint eigenvectors \( \{ \psi_j \}_{j=1}^{J} \), and that \( \Phi(s) \) is an eigenfunction of \( D \) with eigenvalue \( -\mu \). If \( \mu \neq 0 \), then the equation

\[
(\lambda_0 - D - \Gamma_0)\mathbf{m} = \Phi(s)\mathbf{b}
\]

has a solution given by

\[
\mathbf{m}(s) = \Phi(s) \sum_{j=1}^{J} \frac{\langle \psi_j, \mathbf{b} \rangle}{\nu_1 - \nu_j + \mu} \phi_j.
\]

On the other hand, if \( \mu = 0 \) (and hence \( \Phi(s) = \Phi_0(s) \)) and \( \nu_1 \neq \nu_j \) for \( j > 1 \), then the equation

\[
(\lambda_0 - D - \Gamma_0)\mathbf{m} = \Phi_0(s)\mathbf{b}
\]

has a solution if and only if \( \langle \psi_1, \mathbf{b} \rangle = 0 \). In this case, the solution is

\[
\mathbf{m}(s) = \kappa \Phi_0(s) \phi_1 + \Phi_0(s) \sum_{j=2}^{J} \frac{\langle \psi_j, \mathbf{b} \rangle}{\nu_1 - \nu_j} \phi_j,
\]

where \( \kappa \) is an arbitrary constant.

The constant \( \kappa \) can be used to choose a normalization for \( \mathbf{m} \). We do not need to choose a specific normalization for \( \mathbf{m} \), so we set \( \kappa = 0 \) because it is convenient. One can check that if \( A_0 \) has a complete set of eigenvectors, then \( \Gamma_0 \) will too.

**Proof.** If \( \mu \neq 0 \), then when we write \( \mathbf{b} \) in the \( \phi_j \) basis, and make the ansatz \( \mathbf{m}(s) = \Phi(s)\mathbf{c} \), where \( \mathbf{c} \) is a constant vector, we arrive at the expression for \( \mathbf{m} \) in (4.5). If \( \mu = 0 \), and hence \( \Phi(s) = \Phi_0(s) \), then we cannot solve this equation if \( \mathbf{b} \) has any component in the direction of \( \phi_1 \). This gives the compatibility condition \( \langle \psi_1, \mathbf{b} \rangle = 0 \). Assuming this holds, the solution is given by (4.6).

We will now describe the outline of the perturbation analysis. In order to help us describe the perturbation analysis we will use the following definition.

**Definition 4.3.** We say a function \( f(s) \) is in \( \mathcal{V}_k \) if it can be written as the sum of eigenfunctions of \( D \) times constant vectors, where each of the eigenfunctions is the product of \( k \) or fewer ladder operators \( \mathcal{L}_{-j}, j = 1, \ldots, n \), applied to the eigenfunction \( \Phi_0(s) \).

The following lemma will be used in our perturbation analysis.

**Lemma 4.4.** If \( h(s) \in \mathcal{V}_k \), then \( g(s) = \langle a, s \rangle h(s) \) is in \( \mathcal{V}_{k+1} \).

**Proof.** This is almost a direct consequence of Lemmas 2.6 and 4.1. From Lemma 4.1 we know that \( g(s) \) can be written as a sum of terms involving \( \mathcal{L}_{-j} h(s) \) and \( \mathcal{L}_j h(s) \) where \( j > 0 \). By definition, each of the terms \( \mathcal{L}_{-j} h(s) \) is in \( \mathcal{V}_{k+1} \). On the other hand, the commutator relations \( [\mathcal{L}_j, \mathcal{L}_{-k}] = -\delta_{jk} \mathcal{I} \) from Lemma 2.6, and the fact that \( \mathcal{L}_j \Phi_0(s) = 0 \) for \( j > 0 \), can be used to show that \( \mathcal{L}_j h(s) \) is in \( \mathcal{V}_{k-1} \). That is, \( \mathcal{L}_j \) either cancels out a previous term \( \mathcal{L}_{-j} \) applied to \( \Phi_0 \) or commutes with all of the
previous operators applied to \( \Phi_0 \), yielding the zero function because \( L_j \Phi_0 = 0 \) for \( j > 0 \).

The perturbation analysis proceeds as follows. We have a zeroth-order solution \( m_0 = \phi_1 \Phi_0 \), which is clearly in \( V_0 \). We will see by induction that the function \( m_k(s) \) will be in \( V_k \).

The equation at each higher order will be of the form

\[
(4.7) \quad (\lambda_0 - D - \Gamma_0) m_k = -\lambda_k m_0 + r_{k-1}(s),
\]

where \( r_{k-1}(s) \) is a function that can be computed using the \( m_j \) and \( \lambda_j \) for \( j < k \). In particular, we have

\[
r_{k-1}(s) = -\sum_{j=1}^{k-1} \lambda_j m_{k-j} + \langle a, s \rangle \Gamma_1 m_{k-1}.
\]

Assuming that for \( j < k \) the functions \( m_j(s) \) are in \( V_j \), Lemma 4.4 ensures that the term \( r_{k-1}(s) \) will be in \( V_k \). We can write

\[
r_{k-1}(s) = \Phi_0(s) b_{k-1} + \hat{r}_{k-1}(s),
\]

where the term \( \hat{r}_{k-1}(s) \) can be written as a sum of eigenfunctions of \( D \) times constant vectors, where none of the eigenfunctions are \( \Phi_0(s) \). With this in mind we use Lemma 4.2 to see that we will be able to solve (4.7) if and only if \( \lambda_k \langle \psi_1, \phi_1 \rangle = \langle \psi_1, b_{k-1} \rangle \), and hence

\[
\lambda_k = \langle \psi_1, b_{k-1} \rangle.
\]

Once we have chosen \( \lambda_k \) in this way, we can solve for \( m_k \), and it will clearly be in \( V_k \), thus allowing us to continue the process to the next value of \( k \) by induction.

Terms in \( r_{k-1}(s) \) proportional to \( \Phi_0 \) can arise only at even steps in the process (i.e., equations for \( \lambda_{2j}, m_{2j} \)) because \( L_k \Phi_k = -\Phi_0 \) (see (4.9)). These terms proportional to \( \Phi_0 \) must satisfy the compatibility condition \( \langle \psi_1, b \rangle = 0 \) as in Lemma 4.2.

### 4.1. First order.

To simplify notation, we make the following definition.

**Definition 4.5.** The functions \( \Phi_k(s) \) are defined as

\[
(4.8) \quad \Phi_k(s) = L_{-k} \Phi_0(s), \quad k = 1, \ldots, n,
\]

where \( \Phi_0(s) \) is the eigenfunction of \( D \) associated with the eigenvalue with the largest real part. Note that, from Lemma 2.6 and Theorem 3.2, we have

\[
(4.9) \quad L_k \Phi_k(s) = -\Phi_0(s), \quad k = 1, \ldots, n,
\]

because \( L_k \Phi_k = L_k L_{-k} \Phi_0 = (L_{-k} L_k - I) \Phi_0 = -\Phi_0 \).

Substituting (4.1) into (1.16) and collecting terms of order \( \varepsilon \), we get the equation for \( m_1 \),

\[
(4.10) \quad (\lambda_0 - D - \Gamma_0) m_1 = -\lambda_1 m_0 + \langle a, s \rangle \Gamma_1 m_0.
\]

It is not hard to show that the eigenvalue \( \lambda(\varepsilon) = \lambda_0 + \varepsilon \lambda_1 + \cdots \) must be an even function of \( \varepsilon \). This is also intuitive because the sign of \( \varepsilon \) plays no role in (1.5). Thus, it is no surprise that \( \lambda_1 = 0 \).
Lemma 4.6. If \( H \) and \( B \) satisfy the basic conditions (Definition 3.5), we have \( \lambda_1 = 0 \) and

\[
\mathbf{m}_1 = \sum_{k=1}^{n} \Phi_k(s) \mathbf{c}_k,
\]

where \( \Phi_k \) is defined as in (4.8), and

\[
\mathbf{c}_k = \sum_{j=1}^{l} \beta_k \langle \psi_j, \Gamma_1 \phi_1 \rangle. 
\]

Proof. Using (4.4) and that \( L_k \Phi_0 = 0, L_{-k} \Phi_0 = \Phi_k \), we have

\[
\langle \mathbf{a}, \mathbf{s} \rangle \Gamma_1 \mathbf{m}_0 = \sum_{k=1}^{n} \beta_k \langle \psi_1, \phi_1 \rangle \Phi_k(s).
\]

Thus, the right-hand side of (4.10) is a finite sum of terms proportional to \( \Phi_0, \Phi_1, \ldots, \Phi_n \), and each term can be treated separately. We now apply Lemma 4.2 to (4.10) using (4.13). The only term proportional to \( \Phi_0 \) is \( -\lambda_1 \mathbf{m}_0 \). But according to Lemma 4.2 this means \( \langle \psi_1, \lambda_1 \phi_1 \rangle = 0 \). Hence, \( \lambda_1 = 0 \). The expression in (4.5) applied to the \( \Phi_k \) terms for \( k > 0 \) gives the expression in (4.11).

4.2. Second order. Substituting (4.1) into (1.16) and collecting terms of order \( \varepsilon^2 \), we get the equation for \( \mathbf{m}_2 \),

\[
(\lambda_0 - D - \Gamma_0) \mathbf{m}_2 = -\lambda_2 \mathbf{m}_0 + \langle \mathbf{a}, \mathbf{s} \rangle \Gamma_1 \mathbf{m}_1. 
\]

The situation here is similar to that for \( \mathbf{m}_1 \), except that the terms proportional to \( \Phi_0(s) \) come from \( \mathbf{m}_0 \) as well as terms of the form \( L_k \Phi_k(s) = -\Phi_0(s) \).

Lemma 4.7. If \( H \) and \( B \) satisfy the basic conditions (Definition 3.5), the compatibility condition for (4.14) implies

\[
\lambda_2 = -\sum_{k=1}^{n} \langle \psi_1, \alpha_k \Gamma_1 \mathbf{c}_k \rangle, 
\]

where \( \mathbf{c}_k \) is defined as in (4.12).

Proof. Lemma 4.6 shows that \( \mathbf{m}_1 = \sum_{k=1}^{n} \Phi_k(s) \mathbf{c}_k \). This fact and an application of the result in Lemma 4.1 imply that

\[
\langle \mathbf{a}, \mathbf{s} \rangle \Gamma_1 \mathbf{m}_1 = \left( \sum_{l=1}^{n} \alpha_l L_l + \beta_l L_{-l} \right) \Gamma_1 \sum_{k=1}^{n} \Phi_k(s) \mathbf{c}_k = -\Phi_0(s) \left( \sum_{k=1}^{n} \alpha_k \Gamma_1 \mathbf{c}_k \right) + \cdots, 
\]

where the term on the right is the only term proportional to \( \Phi_0 \). We used (4.9) to write \( L_k \Phi_k(s) = L_k L_{-k} \Phi_0(s) = -\Phi_0(s) \).

Using the form of \( \mathbf{m}_0 \) in (4.3), the compatibility condition from Lemma 4.2 implies

\[
-\lambda_2 \langle \psi_1, \phi_1 \rangle = \langle \psi_1, \sum_{k=1}^{n} \alpha_k \Gamma_1 \mathbf{c}_k \rangle. 
\]

Hence

\[
\lambda_2 = -\left( \langle \psi_1, \sum_{k=1}^{n} \alpha_k \Gamma_1 \mathbf{c}_k \rangle \right) = -\sum_{k=1}^{n} \langle \psi_1, \alpha_k \Gamma_1 \mathbf{c}_k \rangle. 
\]
Computing the expression for $m_2$ is a simple exercise, but we do not write it here. Continuing this process for higher-order terms is straightforward, though it grows more tedious with each successive order.

Lemma 4.7 allows us to compute $\lambda_2$, but a nice feature of the second-order term $\lambda_2$ is that it can be expressed by a simple formula involving the extended power spectral density $G$ of the process $\langle a(s(t)) \rangle$ (see Appendix C). We prove the following theorem in Appendix D.

**Theorem 4.8.** If $\text{Re}[\nu_1 - \nu_j + \mu_k] > 0$ for each $j = 1, \ldots, J$ and $k = 1, \ldots, n$, and if $H$ and $B$ satisfy the basic conditions (Definition 3.5), then

$$\lambda_2 = \sum_{j=1}^{J} \langle \psi_1, \Gamma_1 \phi_j \rangle \langle \psi_j, \Gamma_1 \phi_1 \rangle G(\nu_1 - \nu_j).$$

Here $G(z)$ is the extended power spectral density of the forcing term $\langle a(s) \rangle$.

**Remark 3.** Note that the coefficients $\langle \psi_1, \Gamma_1 \phi_j \rangle \langle \psi_j, \Gamma_1 \phi_1 \rangle$ and the differences $\nu_1 - \nu_j$ depend only on the differential equation for $x$ (i.e., only on the matrices $A_0$ and $A_1$), and the function $G$ depends only on the filter $\langle a(s(t)) \rangle$ (i.e., on $H, B, a$). It would be interesting to investigate whether the same form as in (4.16) would hold for any asymptotically stationary filter, that is, whether the expression for $\lambda_2$ would be a linear combination of values of $G$, where the coefficients depend only on the physical system, and the places where $G$ is evaluated are given by the eigenvalues of that system.

5. Applications.

5.1. Second moments for the Mathieu equation. We can write the Mathieu equation (1.1) as in (1.5) using a two-dimensional vector $x = (x_1, x_2)^T$. In this case the matrices $A_0, A_1$ in (1.5) are

$$A_0 = \begin{pmatrix} 0 & 1 \\ -\omega_0^2 & -\gamma \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.$$  

We will consider the stability for the second moments. We define

$$m_{jk}(s,t) = \int_{\mathbb{R}^2} x_j x_k P(x_1, x_2, s, t) dx_1 dx_2.$$  

In this case the Fokker–Planck equation (1.13) can be written as

$$\partial_t P = DP - \frac{\partial}{\partial x_1} (x_2 P) - \frac{\partial}{\partial x_2} \left( (-\omega_0^2 x_1 - \gamma x_2 + \langle a(s) \rangle x_1) P \right).$$  

If we multiply (5.3) by $x_1^2$ and integrate over all values of $x_1$ and $x_2$, after integrating by parts we get the equation

$$\partial_t m_{11} = D m_{11} + 2m_{12}.$$  

Similarly multiplying (5.3) by $x_1 x_2$ and $x_2^2$, integrating over all $x_1$ and $x_2$, and applying integration by parts, we get the equations

$$\partial_t m_{12} = D m_{12} - \omega_0^2 m_{11} - \gamma m_{12} + m_{22} + \langle a, s \rangle m_{11}$$  

and

$$\partial_t m_{22} = D m_{22} - 2\omega_0^2 m_{12} - 2\gamma m_{22} + 2\langle a, s \rangle m_{12}. $$
If we let $m = (m_{11}, m_{12}, m_{22})^T$, this can be written in the form of (1.14), where the matrices $\Gamma_0, \Gamma_1$ in (1.14) are given by

$$\Gamma_0 = \begin{pmatrix} 0 & 2 & 0 \\ -\omega_0^2 & -\gamma & 1 \\ 0 & -2\omega_0^2 & -2\gamma \end{pmatrix}, \quad \Gamma_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2 \end{pmatrix}. $$

After assuming temporal behavior of the form $e^{\lambda t}$, we arrive at the eigenvalue problem

$$\lambda m = Dm + \Gamma_0 m + \varepsilon(a, s) \Gamma_1 m$$

for $m(s)$ and $\lambda$, which is the same as (1.16). We will now apply the results of Theorem 4.8 to this set of equations.

In the case of second moments, the eigenvalues $\nu_j$ of $\Gamma_0$ are given by sums of two eigenvalues of $A_0$, i.e., $\nu_j = \sigma_1 + \sigma_m$ where $\sigma_k$ are eigenvalues of $A_0$. In the case of the Mathieu equation, the eigenvalues of $A_0$ are $\sigma_1, \sigma_2$, where $\sigma_1 = \sigma_2 = -\gamma + i \sqrt{4\omega_0^2 - \gamma^2}$. Hence, there are three choices of $\nu_j$, given by $\nu_1 = -\gamma$, or $\nu_1 = -\gamma \pm i \sqrt{4\omega_0^2 - \gamma^2}$, since they all have the same real part. In the case $\nu_1 = -\gamma$, we have $(\psi_1, \Gamma_1 \phi_1) = 0$, so the $G(0)$ term does not appear. We also have $(\psi_1, \Gamma_1 \phi_2)(\psi_2, \Gamma_1 \phi_1) = (\psi_1, \Gamma_1 \phi_3)(\psi_3, \Gamma_1 \phi_1) = \frac{2}{4\omega_0^2 - \gamma^2}$. Hence

$$\lambda_2 = \frac{2}{4\omega_0^2 - \gamma^2} (G(\nu_1 - \nu_2) + G(\nu_1 - \nu_3)) = \frac{2}{4\omega_0^2 - \gamma^2} S\left(\sqrt{4\omega_0^2 - \gamma^2}\right),$$

where $S(\omega)$ is the power spectral density of $(a, s(t))$. This follows because (without loss of generality, taking $\nu_2 = -\gamma - i \sqrt{4\omega_0^2 - \gamma^2} = \nu_3$) we have $\nu_1 - \nu_2 = i \sqrt{4\omega_0^2 - \gamma^2} = -(\nu_1 - \nu_3)$, and $G(i\omega) + G(-i\omega) = S(\omega)$. (see Appendix C).

If we take either $\nu_1 = -\gamma \pm i \sqrt{4\omega_0^2 - \gamma^2}$, then the expressions for $\lambda_2$ are

$$\begin{align*}
(+ \quad \lambda_2 &= \frac{2}{4\omega_0^2 - \gamma^2} \left(G\left(i \sqrt{4\omega_0^2 - \gamma^2}\right) - 2G(0)\right), \\
(- \quad \lambda_2 &= \frac{2}{4\omega_0^2 - \gamma^2} \left(G\left(-i \sqrt{4\omega_0^2 - \gamma^2}\right) - 2G(0)\right). 
\end{align*}$$

Both cases have the same real part of $\lambda_2$,

$$\text{Re} [\lambda_2] = \frac{1}{4\omega_0^2 - \gamma^2} S\left(\sqrt{4\omega_0^2 - \gamma^2}\right) - 2S(0),$$

which is less than the expression in (5.6). Hence, we have proved the following.

**Theorem 5.1.** If $H$ and $B$ satisfy the basic conditions (Definition 3.5), then the second moments of the Mathieu equation (1.1) become unstable when $\lambda(\varepsilon) > 0$, where

$$\lambda(\varepsilon) = -\gamma + \frac{2}{4\omega_0^2 - \gamma^2} S\left(\sqrt{4\omega_0^2 - \gamma^2}\right) \varepsilon^2 + \cdots.$$ 

**5.2. Comparing moments for the Mathieu equation.** If we perform the same analysis as in section 5.1, but for the first and third marginal moment equations instead of the second marginal moment equation, we obtain results similar to Theorem
5.1. If we denote the largest eigenvalue of the \( p \)th moment operator \( \mathcal{D} + \Gamma_0 + \varepsilon (a, s) \Gamma_1 \) as \( \lambda^{(p)} \), then up to second order, we have

\[
\lambda^{(1)}(\varepsilon) = -\gamma + i \frac{\sqrt{4\omega_0^2 - \gamma^2}}{2} + \left( G(i\sqrt{4\omega_0^2 - \gamma^2}) \right) \varepsilon^2 + \cdots,
\]

\[
\lambda^{(2)}(\varepsilon) = -3\gamma + i \frac{\sqrt{4\omega_0^2 - \gamma^2}}{2} + \left( 3G \left( -i\sqrt{4\omega_0^2 - \gamma^2} \right) \right) \varepsilon^2 + \cdots,
\]

\[
\lambda^{(3)}(\varepsilon) = -\frac{3}{2}\gamma + \frac{1}{2 \left( 4\omega_0^2 - \gamma^2 \right)} \left( S \left( \sqrt{4\omega_0^2 - \gamma^2} \right) - S(0) \right) \varepsilon^2 + \cdots.
\]

\( \Gamma_1 \) and \( \Gamma_0 \) depend on \( p \), but we do not make that explicit in our notation. It is only the real parts of the eigenvalues that factor into the stability. We have

\[
\text{Re} \left[ \lambda^{(1)}(\varepsilon) \right] = -\gamma + \frac{1}{2 \left( 4\omega_0^2 - \gamma^2 \right)} \left( S \left( \sqrt{4\omega_0^2 - \gamma^2} \right) - S(0) \right) \varepsilon^2 + \cdots,
\]

\[
\text{Re} \left[ \lambda^{(2)}(\varepsilon) \right] = -\gamma + \frac{2}{4\omega_0^2 - \gamma^2} S \left( \sqrt{4\omega_0^2 - \gamma^2} \right) \varepsilon^2 + \cdots,
\]

\[
\text{Re} \left[ \lambda^{(3)}(\varepsilon) \right] = -\frac{3}{2}\gamma + \frac{1}{2 \left( 4\omega_0^2 - \gamma^2 \right)} \left( 7S \left( \sqrt{4\omega_0^2 - \gamma^2} \right) - S(0) \right) \varepsilon^2 + \cdots.
\]

In [24], there is a heuristic treatment of the first moments of \( \mathbf{x}(t) \). There, Van Kampen writes a series for \( \mathbf{x}(t) \), which he truncates at the \( \varepsilon^2 \) term and then averages to get an expression for \( \langle \mathbf{x}(t) \rangle \) up to order \( \varepsilon^2 \). He then points out that this new series is the solution to an ODE, up to order \( \varepsilon^2 \). The stability of \( \langle \mathbf{x}(t) \rangle \) is then analyzed in terms of this new ODE. His result for the Mathieu equation matches ours up to order \( \varepsilon^2 \) (although he considers the case \( \gamma = 0 \)). Our result is a rigorous treatment and applies to higher moments, and we can find the solution to any order in \( \varepsilon \). We stop at \( \varepsilon^2 \) in this paper only for convenience.

If we assume that the \( \text{Re} \left[ \lambda^{(p)} \right] \) becomes positive while \( \varepsilon \) is small (so we neglect the \( \varepsilon^4 \) terms and higher), then we can use (5.8), (5.9), and (5.10) to solve \( \text{Re} \left[ \lambda^{(p)} \right] = 0 \) for \( p = 1, 2, 3 \). Then we find that the second moments will become unstable before the first moments. If \( S(\sqrt{4\omega_0^2 - \gamma^2}) > S(0) \), then the third moment will become unstable before the second moment. If \( S(\sqrt{4\omega_0^2 - \gamma^2}) \leq S(0) \), then the second moment becomes unstable before the third.

5.3. Numerical results. In this subsection we discuss the computation of the eigenvalue that determines the stability of the Mathieu equation (1.1), with \( \mathbf{A}_0, \mathbf{A}_1 \) from (5.1) and \( \Gamma_0, \Gamma_1 \) from (5.4). We do not restrict ourselves to small values of \( \varepsilon \). We carry out these calculations by converting the eigenvalue problem to an infinite dimensional system of linear equations and truncating this system after a finite number of terms. Our procedure converges rapidly as the number of terms in our expansion is increased.

We limit ourselves to the case of a second-order filter given by (1.2), with \( \mathbf{H}, \mathbf{B}, \mathbf{a} \) given by

\[
\mathbf{H} = \begin{pmatrix} -\mu_1 & 0 \\ \beta & -\mu_2 \end{pmatrix}, \quad \mathbf{B} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \mathbf{a} = \begin{pmatrix} a_1 \\ a_2 \end{pmatrix},
\]

where \( \beta, a_1, a_2 \in \mathbb{R}, \beta \neq 0, \) and \( \mu_1, \mu_2 > 0 \). The vector of second marginal moments
The marginal distribution \( m(s) \), given by (5.2), satisfies
\[
\lambda m = Dm + \Gamma_0 m + \varepsilon(a, s)\Gamma_1 m
\]
(5.12)
\[
= \frac{1}{2} \partial^2_{s_1} m + \mu_1 \partial_{s_1} (s_1 m) - \partial_{s_2} ((\beta s_1 - \mu_2 s_2) m) + \Gamma_0 m + \varepsilon(a, s)\Gamma_1 m.
\]
If we multiply (5.12) by \( s_1^2 \) and integrate with respect to \( ds_2 \), then we get
\[
\lambda m_j = \frac{1}{2} \partial^2_{s_1} m_j + \mu_1 \partial_{s_1} (s_1 m_j) + j \beta s_1 m_{j-1}
\]
(5.13)
\[- j \mu_2 m_j + \Gamma_0 m_j + \varepsilon a_1 s_1 \Gamma_1 m_j + \varepsilon a_2 \Gamma_1 m_{j+1},
\]
where
\[
m_j(s_1) = \int_{\mathbb{R}} s_1^2 m(s_1, s_2) ds_2.
\]
This is an infinite set of equations for the marginals \( \{m_j(s_1)\} \). We let \( \varphi_k(s_1) = H_k(\sqrt{\mu_1} s_1) e^{-\mu_1 s_1^2} \), where \( H_k \) is the \( k \)th Hermite polynomial. We expand \( m_j \) in the basis \( \varphi_k \) as
\[
m_j(s_1) = \sum_k c^k_j \varphi_k(s_1).
\]
The \( \varphi_k \) are eigenfunctions of the differential operator in the \( s_1 \) variable in (5.13); explicitly,
\[
\frac{1}{2} \partial^2_{s_1} \varphi_k + \mu_1 \partial_{s_1} (s_1 \varphi_k) = -k \mu_1 \varphi_k, \quad k \geq 0.
\]
Hermite polynomials satisfy the recursion relation \( H_{k+1}(y) = 2y H_k(y) - 2k H_{k-1}(y) \), and hence
\[
s_1 \varphi_k(s_1) = \frac{1}{2 \sqrt{\mu_1}} (\varphi_{k+1}(s_1) - 2k \varphi_{k-1}(s_1)), \quad k \geq 0.
\]
Thus, (5.13) simplifies and becomes an equation for \( c^k_j \),
\[
\lambda c^k_j = (\Gamma_0 - (k \mu_1 + j \mu_2) I) c^k_j + \frac{j \beta}{2 \sqrt{\mu_1}} (c^{k-1}_{j-1} + 2(k+1)c^{k+1}_{j-1})
\]
(5.14)
\[+ \frac{\varepsilon a_1}{2 \sqrt{\mu_1}} \Gamma_1 (c^{k-1}_j + 2(k+1)c^{k+1}_j) + \varepsilon a_2 \Gamma_1 c^k_{j+1}.
\]
If we consider a finite number of moments \( m_j \) for \( j \leq N_m \) and truncate the expansion in \( \varphi_k \) at \( k \leq N_h \), then we get an approximation to the doubly infinite system (5.14). This can be written as a matrix equation
\[
Lz = \lambda z,
\]
(5.15)
where \( L \) is an \((N_m N_h, J) \times (N_m N_h, J)\) matrix. This eigenvalue problem can be solved quickly on a computer.

Table 5.1 shows the computed value of \( \lambda(\varepsilon) \) for second moments, which is the largest eigenvalue of \( L \) in (5.15). That is, \( \lambda(\varepsilon) \) is the largest eigenvalue for the Mathieu equation with filter (5.11) (in this case the largest eigenvalue is real). \( E_2 \) is the error from a second-order perturbation expansion. That is, \( E_2(\varepsilon) = |\lambda_0 + \lambda_2 \varepsilon^2 - \lambda(\varepsilon)| \) with \( \lambda_0 = -\gamma \), and \( \lambda_2 \) is given as in (5.6). \( E_4 \) is the fourth-order error, \( E_4(\varepsilon) = |\lambda_0 + \lambda_2 \varepsilon^2 + \lambda_4 \varepsilon^4 - \lambda(\varepsilon)| \), where \( \lambda_4 \) is computed by performing the perturbation analysis to order four (the formula for \( \lambda_4 \) is not presented here). The method converges rapidly; the values of \( \lambda(\varepsilon) \) in the table were computed for \( N_m = 7 \) and \( N_h = 5 \).
5.4. Alternative representation of $\lambda_2$. We present a formula for $\lambda_2$ that involves only $A_0$ and $A_1$, avoiding construction of $\Gamma_0, \Gamma_1$. We do not present all of the details because the calculations can be quite cumbersome (an interested reader can find the details in [8]), but we believe the formula for $\lambda_2$ will be useful for applications. For instance, if one wants to compute the perturbation coefficients on a computer, it is easy to build an algorithm based on (5.16) below, since one need only input the filter $(H, B, a)$ and the matrices $A_0$ and $A_1$.

The equation for the second marginal moments can be written as

$$\partial_t \mathbf{M} = D \mathbf{M} + A_0 \mathbf{M} + (A_1 \mathbf{M} + \mathbf{MA}_0) + \varepsilon \langle a, s \rangle ^T \mathbf{M} = 0,$$

where $\mathbf{M}$ is the $N \times N$ symmetric matrix with $M_{ij} = \int_{R^N} x_i x_j P(s, x, t) dx$. In this case one can solve an eigenvalue problem for the stability, where we have eigenvalues and eigenmatrices. Looking for solutions of the form $\tilde{M}(s, t) = e^{\lambda t} \mathbf{M}(s)$ yields the eigenvalue problem for $\mathbf{M}(s)$,

$$\lambda \mathbf{M} = D \mathbf{M} + A_0 \mathbf{M} + (A_1 \mathbf{M} + \mathbf{MA}_0) + \varepsilon \langle a, s \rangle ^T \mathbf{M} = 0.$$

The marginal moment tensor $\mathbf{M}$ is symmetric ($M_{jk} = M_{kj}$), so we will use a basis of symmetric tensors to express $\mathbf{M}$, and in turn reproduce the results of section 4. The basis that is simplest is given by the eigenmatrices $\mathbf{E}_{jk}$ (and adjoints by $\mathbf{F}_{jk}$ with inner product $\langle \mathbf{E}, \mathbf{F} \rangle = \text{tr} (E^T F)$),

$$\mathbf{E}_{jk} = \frac{1}{2} \left( \mathbf{h}_j \mathbf{h}_k^T + \mathbf{h}_k \mathbf{h}_j^T \right), \quad \mathbf{F}_{jk} = \frac{1}{2} \left( \mathbf{g}_j \mathbf{g}_k^T + \mathbf{g}_k \mathbf{g}_j^T \right),$$

where $\mathbf{h}_j$ are eigenvectors of $A_0$ with eigenvalues $\sigma_j$, and $\mathbf{g}_j$ are the normalized adjoint eigenvectors of $A_0$, $\langle \mathbf{g}_j, \mathbf{h}_k \rangle = \delta_{jk}$. The eigenvalues of the $\mathbf{E}_{jk}$ are sums of the $\sigma_i$:

$$A_0 \mathbf{E}_{jk} + \mathbf{E}_{jk} A_0^T = (\sigma_j + \sigma_k) \mathbf{E}_{jk}.$$

The analogous result to Lemma 4.2 is straightforward to show, and following the steps in section 4 we arrive at the following result (note that the eigenvalues $\nu_j$ of $\Gamma_0$ from sections 4 and 5.2 are sums $\sigma_\ell + \sigma_m$).

**Theorem 5.2.** Let $H$ and $B$ satisfy the basic conditions (Definition 3.5), and let $\{\mathbf{h}_j\}_{j=1}^N$ form a complete set. For $q, r$ fixed, if $\text{Re} [\sigma_q + \sigma_r - \sigma_j - \sigma_k + \mu_{\ell}] > 0$ for each $j, k = 1, \ldots, N$ and $\ell = 1, \ldots, n$, then the order-two coefficient in the expansion

$$\lambda = \lambda_0 + \lambda_2 \varepsilon^2 + \cdots,$$

with $\lambda_0 = \sigma_p + \sigma_r$, is given by

$$\lambda_2 = \frac{8}{\delta_{qq}} \sum_{j, k=1}^N \frac{C_{jk}\sigma_{\ell}C_{qr}}{1 + \delta_{qr}} G(\sigma_q + \sigma_r - \sigma_j - \sigma_k),$$

where

$$C_{jk\ell} = \frac{1}{4} \left( \delta_{jm} \langle \mathbf{g}_k, A_1 \mathbf{h}_\ell \rangle + \delta_{km} \langle \mathbf{g}_j, A_1 \mathbf{h}_\ell \rangle + \delta_{j\ell} \langle \mathbf{g}_k, A_1 \mathbf{h}_m \rangle + \delta_{k\ell} \langle \mathbf{g}_j, A_1 \mathbf{h}_m \rangle \right).$$
and \( h_j \) are eigenvectors of \( A_0 \) with eigenvalues \( \sigma_j \), and \( g_k \) are the normalized adjoint eigenvectors of \( A_0 \), \( \langle g_j, h_k \rangle = \delta_{jk} \).

6. Conclusions. We have carried out a perturbation analysis to characterize the moment stability of parametrically forced linear equations, where the forcing is colored noise coming out of an Ornstein–Uhlenbeck process. Our analysis applies to arbitrary linear systems and in principle can be carried out to any order. Our analysis depends on characterizing the spectrum of the vector Ornstein–Uhlenbeck process using ladder operators. Though this spectrum has been characterized elsewhere [17, 18, 22], we believe the ladder operator approach has been shown to be useful in carrying out our perturbation analysis.

Appendix A. Supplementary material for section 2. In this appendix we give several lemmas used in section 2 and supply the proofs of several of the lemmas used in that section.

Lemma A.1. The operator \( D \) defined in (1.15) can be expressed as in (2.3), where the \( d_{jk} \) are the components of the symmetric matrix \( D \) given in (2.5).

Proof. With \( d_{jk} \) as the components of \( D \) given in (2.5), we have

\[
\frac{1}{2} \sum_{i=1}^{2n+1} \sum_{j=1}^{2n+1} d_{ij} L_i L_j = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (b_{ij} L_i L_j - h_{ij} L_i L_{j+n} - \delta_{ij}) - \frac{1}{2} \text{tr}(H).
\]

The part of the operator involving the coefficients \( b_{ij} \) is clearly equal to the operator \( \frac{1}{2} \text{div}(B \nabla \cdot) \). To show that the left-hand side of (A.1) is actually \( D \), we need to show that the terms involving \( h_{ij} \) are in fact the same as \(- \sum_{i=1}^{n} \sum_{j=1}^{n} h_{ij} L_i L_{j+n} = -\text{div}(Hs) \). We compute

\[
\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (h_{ij} L_i L_{j+n} + h_{ji} L_{i+n} L_j) + \frac{1}{2} \text{tr}(H)
= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (h_{ij} L_i L_{j+n} + h_{ij} L_{j+n} L_i) + \frac{1}{2} \text{tr}(H)
= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (h_{ij} L_i L_{j+n} + h_{ij} (L_i L_{j+n} - \delta_{ij})) + \frac{1}{2} \text{tr}(H) = \sum_{i=1}^{n} \sum_{j=1}^{n} h_{ij} L_i L_{j+n},
\]

where, in the second to last line, we use the commutator relation from (2.2). 

Proof of Lemma 2.4. We compute an expression for \( [\mathcal{D}, \mathcal{L}] \) in terms of \( D \) and \( A \):

\[
[\mathcal{D}, \mathcal{L}] = \sum_{i,j,m} \frac{1}{2} d_{ij} y_m (L_i L_j L_m - L_m L_i L_j)
= \sum_{i,j,m} \frac{1}{2} d_{ij} y_m (L_i L_j L_m + [L_i, L_m] L_j)
= \sum_{i,j,m} \frac{1}{2} d_{ij} y_m (L_i a_{j,m} + a_{i,m} L_j) = \sum_{i,m} \left( \frac{1}{2} (D + D^T) A \right)_{i,m} y_m L_i.
\]

For the equation \( [\mathcal{D}, \mathcal{L}] = \mu \mathcal{L} \), this implies that we have

\[
\sum_{i,m} \left( \frac{1}{2} (D + D^T) A \right)_{i,m} y_m L_i = \mu \sum_i y_i L_i.
\]
In matrix notation, this is just $DAy = \mu y$, because $D = D^T$. \hfill\Box

This proof holds even if we do not assume that $D$ is symmetric. In that case the analysis that follows would be done in terms of the symmetric matrix $S = \frac{1}{2}(D + D^T)$, instead of $D$. Thus, it is only for convenience that we use the symmetric form of $D$ in (2.5).

**Proof of Lemma 2.5.** We denote the eigenvalues of $H$ as $-\mu_k$ with $\text{Re}[\mu_k] > 0$ for $k = 1, 2, \ldots, n$. Let $u_k$ be the eigenvectors of $H$, and let $v_k$ be the adjoint eigenvectors

\begin{equation}
H u_k = -\mu_k u_k, \quad H^T v_k = -\overline{\mu}_k v_k,
\end{equation}

normalized so that

$$\langle v_k, u_j \rangle = \delta_{jk}.$$ 

Recall that $H$ is a real matrix, so complex eigenvalues come in complex conjugate pairs. If we write $y = (p, q, r)^T$, then $Ty = \mu y$ becomes

\begin{equation}
\begin{pmatrix}
H & B & 0 \\
0 & -H^T & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
p \\
q \\
r
\end{pmatrix}
= \mu
\begin{pmatrix}
p \\
q \\
r
\end{pmatrix}.
\end{equation}

There is a solution with $\mu = 0$ and $y^0 = (0, \ldots, 0, 1)^T$. If $\mu \neq 0$, then $r = 0$, and we have two cases. If $q = 0$, then (A.3) reduces to $Hp = \mu p$. Hence, $\mu = -\mu_k$ and $p = u_k$ for some $k$. We will denote this solution as $y^{-k} = (u_k, 0, 0)^T$. If $q \neq 0$, then we must have $H^T q = -\mu q$, so $\mu = \mu_k$ and $q = \overline{v}_k$ for some $k$. We denote the solution in this case as $y^k = (-H - \mu_k I)^{-1} Bv_k, v_0)^T$. \hfill\Box

**Remark 4.** $T$ has the eigenvalue 0, with corresponding ladder operator $L_0 = 1$. This implies that $\mu_0 = 0$. However, in this degenerate case, it is convenient for notational purposes to define $\mu_0 = -\text{tr}(H)$. We will also write $\mu_{-k}$ in place of $-\mu_k$ to accommodate negative indices in the proof of Lemma 2.7.

**The proof of Lemma 2.6.** We denote by $w^{\pm k}$ the normalized adjoint eigenvectors of $T$. That is, $T^T w^{\pm k} = \pm \overline{\mu}_k w^{\pm k}$, $(w^{\pm k}, y^{\pm k}) = \delta_{jk}$, and $(w^{\pm k}, y^{\mp k}) = 0$. We begin with a preliminary lemma.

**Lemma A.2.** Let $u_k$ and $v_k$ be the eigenvectors of $H$ as in (A.2). Let $y^{\pm k}$, $k = 1, \ldots, n$, be the eigenvectors of $T$ associated with the eigenvalue $\pm \mu_k$, and let $w^{\pm k}, k = 1, \ldots, n$, be the normalized adjoint eigenvectors. Then for each $k = 1, \ldots, n$, $Ay^{\pm k} = \overline{w}^{\mp k}$. For $k = 0, 1, \ldots, n$, $Dw^{\pm k} = \overline{\mu}_k \overline{y}^{\mp k}$ (using $\mu_0 = -\text{tr}(H)$ from Remark 4). Finally, $\sum_{k=-n}^n \overline{\mu}_k y^{\pm k} = \delta_{ij}$.

**Proof.** Note that $y^{\pm k}$ are given explicitly in the proof of Lemma 2.5, and for $k \neq 0$ we have

\begin{equation}
y^{-k} = (u_k, 0, 0)^T, \quad y^k = (-H - \mu_k I)^{-1} Bv_k, v_0)^T.
\end{equation}

We define

\begin{equation}
w^{k} = (0, -\overline{u}_k, 0)^T, \quad w^{-k} = (v_k, (H - \mu_k I)^{-1} Bv_k, 0)^T,
\end{equation}

and $y^0 = (0, \ldots, 0, 1)^T$. It is straightforward to check that $(w^{\pm j}, y^{\pm k}) = \delta_{jk}$, $(w^{\pm j}, y^{\mp k}) = 0$, $T^T w^0 = 0$, and that for $k \neq 0$, $T^T w^{\pm k} = \pm \overline{\mu}_k w^{\mp k}$, so $w^{\pm k}$ are the normalized adjoint eigenvectors. Applying $A$ to the $y^{\pm k}$ in (A.4) gives $Ay^{\pm k} = \overline{w}^{\mp k}$.
for $k \neq 0$, and hence applying $D$ to $A y^{\pm k} = w^{\mp k}$ gives $D w^{\pm k} = \overline{\mu} k y^{\mp k}$ for $k \neq 0$. 
With $\mu_0 = -\text{tr}(H) = \overline{\mu} 0$ (since $H$ is real), we have $D w^0 = \overline{\mu} y^0$. (Note that $A y^0 = 0$, so without the convention in Remark 4 we would not have $D w^0 = \overline{\mu} y^0$.)

We now define the $(2n + 1) \times (2n + 1)$ matrices $Y = [y^{-n}, \ldots, y^n]$ and $W = [w^{-n}, \ldots, w^n]$. Hence $W^T Y = I_{2n+1}$ because $(w^T)^T y^j = \delta_{ij}$ for $-n \leq i, j \leq n$. But this means $Y W^* = I_{2n+1}$ as well, and the components of $Y W^*$ are $(Y W^*)_ij = \sum_{k=-n}^n \overline{w_k y_j}.$ □

We now give the proof of Lemma 2.6.

Proof of Lemma 2.6. Recall that $A$ was defined as having coefficients $a_{mp} = [L_m, L_p]$. Writing out $[\mathcal{L}_{\pm j}, \mathcal{L}_k]$ in terms of the $L_m$, we have

$$[\mathcal{L}_{\pm j}, \mathcal{L}_k] = \sum_{m, p = 1}^{2n+1} y_m^\pm j y_p^k [L_m, L_p] = \sum_{m, p = 1}^{2n+1} y_m^\pm j y_p^k a_{mp} I = (y^\pm j)^T A y^k I = (y^\pm j, A y^k) I.$$ 

Using $A y^{\pm k} = w^{\mp k}$, we have $(y^\pm j, A y^k) = (y^k, y^{-k}) = (y^\pm j, w^{-k})$. Hence, $[\mathcal{L}_j, \mathcal{L}_k] = (y^\pm j, w^{-k}) I = 0$ and $[\mathcal{L}_{-j}, \mathcal{L}_k] = (y^{-j}, w^{-k}) = \delta_{jk} I$. □

The proof of Lemma 2.7. We first consider $\frac{\mu_k}{2} L_{-k} L_k = \sum_{p, m=1}^{2n+1} \frac{\mu_k}{2} g_m^k y_p^k L_m L_p$ for each $k = -n, \ldots, n$, using the conventions in Remark 4. For each $k$, $D w^k = \mu_k y^{-k}$, which follows from Lemma A.2. Hence, $g_k^m = \frac{1}{\mu_k} \sum_{q=1}^{2n+1} d_m q \overline{w_q^k}$, so if we replace the term $g_m^k$ in the above expression for $\frac{\mu_k}{2} L_{-k} L_k$ and sum over $k$, we get

$$\sum_{k=-n}^n \frac{\mu_k}{2} L_{-k} L_k = \sum_{k=-n}^n \sum_{p, m, q=1}^{2n+1} \frac{\mu_k}{2} d_m q \overline{w_q^k} y_p^k L_m L_p$$

$$= \sum_{p, m, q=1}^{2n+1} \frac{1}{2} d_m q L_m L_p \sum_{k=-n}^n \overline{w_q^k} y_p^k.$$ 

From Lemma A.2, $\sum_{k=-n}^n \overline{w_q^k} y_p^k = \delta_{qp}$, so

$$\sum_{k=-n}^n \frac{\mu_k}{2} L_{-k} L_k = \sum_{p, m, q=1}^{2n+1} \frac{1}{2} d_m q \delta_{qp} L_m L_p = \sum_{p, m=1}^{2n+1} \frac{1}{2} d_m q L_m L_p = D.$$ 

For each $k > 0$, we can write $\frac{\mu_k}{2} L_{-k} L_k = \frac{\mu_k}{2} (L_{-k} L_k - I)$ by the result of Lemma 2.6. Combining this with (A.6) and using $\mu_0 = -\text{tr}(H)$ we can write $D$ as

$$D = -\frac{1}{2} \text{tr}(H) + \sum_{k=1}^n \left\{ \frac{\mu_k}{2} L_{-k} L_k + \frac{\mu_k}{2} (L_{-k} L_k - I) \right\}.$$ 

But the eigenvalues of $H$ are $-\mu_k$, hence $\text{tr}(H) = -\sum_{k=1}^n \mu_k$, and we have $D = \sum_{k=1}^n \mu_k L_{-k} L_k$. □

Appendix B. Supplementary material for section 3.

Proof of Lemma 3.1. Suppose $\chi$ is an eigenvalue of $D$ with eigenfunction $\phi$, $\int_{\mathbb{R}^n} |\phi|^2 ds = 1$. If we multiply (1.11) by $\overline{\phi}$, use the definition of $D$ in (1.15), integrate
over the entire space, and integrate the term involving $B$ by parts, we get
\[
\chi \int_{\mathbb{R}^n} |\phi|^2 ds = \int_{\mathbb{R}^n} \phi D\phi ds = \int_{\mathbb{R}^n} \frac{1}{2} \div (B \nabla \phi) - \overline{\phi} \div (Hs \phi) ds
\]
\[
= - \int_{\mathbb{R}^n} \frac{1}{2} \langle \nabla \phi, B \nabla \phi \rangle + \overline{\phi} \div (Hs \phi) ds.
\]
The matrix $B$ is positive semidefinite, so $\langle \nabla \phi, B \nabla \phi \rangle \geq 0$, and therefore $\Re [\chi] \leq \Re \left[ - \int_{\mathbb{R}^n} \overline{\phi} \div (Hs \phi) ds \right]$. But, because $H$ is real,
\[
2\Re \left[ \int_{\mathbb{R}^n} \overline{\phi} \div (Hs \phi) ds \right] = \int_{\mathbb{R}^n} \overline{\phi} \div (Hs \phi) + \phi \div \left( Hs \overline{\phi} \right) ds.
\]
If we use integration by parts in the first term on the right in this expression, and expand the second term, we get
\[
2\Re \left[ \int_{\mathbb{R}^n} \overline{\phi} \div (Hs \phi) ds \right] = \int_{\mathbb{R}^n} -\nabla \phi \cdot (\phi Hs) + \phi \overline{\phi} \tr (H) + (Hs) \cdot \nabla \overline{\phi} ds
\]
\[
= \int_{\mathbb{R}^n} |\phi|^2 \tr (H) ds = \tr (H).
\]
Hence, $\Re [\chi] \leq -\frac{1}{2} \tr (H)$. \qed

**Proof of Lemma 3.4.** The proof of Lemma 3.4 follows almost immediately from a few preliminary lemmas.

**Lemma B.1.** Suppose the eigenvectors $q_k$ of $H$ are complete and the adjoint eigenvectors $p_k$ are normalized so that $\langle p_j, q_k \rangle = \delta_{jk}$. Let $P = [p_1, p_2, \ldots, p_n]$, $Q = [q_1, q_2, \ldots, q_n]$. We have
\[
B = H \Sigma^{-1} + \Sigma^{-1} H^T = -B,
\]
where $\Sigma^{-1} = PQ^{-1}$.

**Remark 5.** Lemmas B.2 and 3.4 show that, with the appropriate assumptions on $H$ and $B$, the matrix $P$ is invertible, and thus there exists a nonsingular matrix $S = Q P^{-1}$, so our use of the notation $\Sigma^{-1}$ is appropriate.

**Proof.** According to (A.3) we have $H p_k + B q_k = \mu_k p_k$ and $-H^T q = \mu_k q$. Writing this in matrix form, we get $H P + B Q = P M$, $-H^T Q = Q M$. Here $M$ is the diagonal matrix with $\mu_k$ on the $k$th diagonal. Using the second of these equations to write $M$ in terms of $Q$ and $H$, and assuming $Q$ is invertible (the eigenvectors of $H$ are complete), we get $M = -Q^{-1} H^T Q$. Substituting this into the first equation, we get $H P + B Q = -Q^{-1} H^T Q$. If we multiply this by $Q^{-1}$ on the right and rearrange, we get the result of the lemma. \qed

We will use the following result for controllable pairs, which follows immediately from Theorem 2 in [10].

**Lemma B.2.** If $B$ is positive semidefinite, and the eigenvalues of $H$ all have real parts less than zero, then the solution to $H R + R H^T = -B$ is symmetric and positive definite provided $(H, B)$ form a controllable pair.

Lemma 3.4 follows almost immediately from the previous two lemmas.

**Some lemmas used in the proof of Theorem 3.7.**

**Lemma B.3.** For any integer $m \geq 0$, the operators $L_k$ and $L_{-k}$ satisfy
\[
[L_{-k}, L_k] = (m + 1) L_{-k}^m.
\]
Proof. For \( m = 0 \), this follows immediately from Lemma 2.6. We can now proceed by induction. In particular, if \( L^m_k \Phi_k - L_k L^m_k = m L^{m-1}_k \), then if we multiply both sides of this equation by \( L_{-k} \) and use \( L^m_k L_{-k} = L^m_{m-k} = (I + L_{-k} L_k) - L^{m+1}_k L_k - L^{m-1}_k \), we find that \( L^{m+1}_k L_k - L_k L^{m-1}_k = (m+1) L^{m}_k \), which proves the lemma. \( \square \)

**Lemma B.4.** Let \( H \) and \( B \) satisfy the basic conditions (Definition 3.5), and let \( k = (k_1, k_2, \ldots, k_n) \) be a vector of nonnegative integers. Let

\[
\Phi_k(s) = L^{-k_1}_1 L^{k_2}_2 \cdots L^{n-k_n}_n \Phi_0(s);
\]

then \( \Phi_k(s) \) is nonzero and has an eigenvalue of

\[
\chi_k = -\sum_{j=1}^{n} k_j \mu_j.
\]

Proof. We begin by showing that \( L^{-m}_k \Phi_0(s) \) is nonzero for all \( m \geq 0 \). This clearly holds for \( m = 0 \) by Lemma 3.6. By induction we can see that if it is nonzero for \( m-1 \), then it is nonzero for \( m \). This follows from the facts that \( [L^{-m}_k, L_k] = m L^{-m-1}_k \) and \( L_k \Phi_0 = 0 \). Combining these two facts, we get \( -L_k L^{-m}_k \Phi_0(s) = m L^{-m-1}_k \Phi_0(s) \). This shows that if \( L^{-m}_k \) vanishes, then \( L^{-m-1}_k \) would also have to vanish. Since we are assuming this is not the case, it follows that \( L^{-m}_k \Phi_0(s) \) does not vanish, and hence by induction it does not vanish for any \( m \geq 0 \).

To show that a general function \( \Phi_k(s) \) does not vanish, we can proceed by a different induction proof. In particular, since the operator \( L_{-1} \) commutes with both \( L_{-2} \) and \( L_2 \) we see that for any operator \( Z \) of the form \( Z = L^p_{-1} \) where \( p \) is a nonnegative integer, we have \( [Z L^{-m}_2, L_2] = m Z L^{-m-1}_2 \). We can now use an argument almost identical to the one in the previous paragraph to show that any function of the form \( Z L^{-m}_2 \Phi_0 \) will be nonzero. We can now carry out this process by induction to see that any function of the form \( \Phi_k(s) \) will be nonzero.

Once we know that \( \Phi_k(s) \) is nonzero, it is clear from the ladder operator formalism that its eigenvalue must have the form in (B.4). \( \square \)

There is one subtle point we would like to discuss in our proof of Theorem 3.7. Our proof relies on the fact that if \( \phi \) is an eigenfunction of \( D \), then either \( L_k \phi = 0 \), or \( L_k \phi \) gives a new eigenfunction whose eigenvalue has a smaller real part. This relies on the assumption that \( L_k \phi \) remains in the domain of our operator. The domain of our operator consists of functions that have moments of all orders. Clearly, if this is true of \( \phi \), this will be true of \( L_k \phi \). However, we must also make sure that the function \( L_k \phi \) has sufficient numbers of derivatives to satisfy our differential equation. This is clearly true of the eigenfunctions we have found. That is, they clearly have infinitely many derivatives. However, we should consider the possibility that there are other eigenfunctions that we have not accounted for that are not infinitely differentiable. General theorems on elliptic operators rule out such eigenfunctions if \( B \) is positive definite. However, we have only required that \( B \) be positive semidefinite and that \( H \) and \( B \) form a controllable pair. A heuristic argument that we have found all of the eigenfunctions in this less restrictive case is as follows. If we perturb the matrix \( B \) to make it positive definite, then we know we have all of the eigenfunctions. As our perturbation parameter goes to zero, there is nothing unusual happening to our spectrum (such as eigenvalues going off to infinity or clustering about a point). Hence, if the eigenfunctions are complete for positive definite \( B \), they are clearly complete in the less restrictive case where \( B \) and \( H \) form a controllable pair.
Appendix C. In this appendix, we provide formulas for the asymptotic autocorrelation function of the process $s(t)$ and the extended power spectral density (defined in (C.4)) for $s(t)$ as well as for the filter $(a, s(t))$. In particular, the results of Theorem C.3 and Corollary C.4, are used to express $\lambda_2$ in Theorems 4.8, 5.1, and 5.2 and throughout section 5. Corollary C.4 gives a practical formula for computing the power spectral densities of $s(t)$ and $(a, s(t))$.

C.1. The asymptotic autocorrelation function. We begin by proving a lemma concerning the autocorrelation function of $s(t)$ as defined in (1.2). $s(t)$ is not a stationary process, but as $t \to \infty$ it approaches a stationary process, which we refer to as asymptotically stationary.

Lemma C.1. Suppose $H$ and $B$ satisfy the basic conditions (Definition 3.5), and let $s(t)$ be the solution to (1.2) with zero initial conditions. As $t \to \infty$, the autocorrelation function $R(\tau) = \langle s(t) s^T(t + \tau) \rangle$ is given by

\begin{equation}
R(\tau) = \Sigma^{-1} e^{HT\tau} \quad \text{for } \tau > 0,
\end{equation}

and $\Sigma^{-1} = PQ^{-1}$ satisfies (B.1).

Proof. We define

\begin{equation}
K(t) = e^{HT}Be^{HT^T}, \quad K_0 = \lim_{t \to \infty} \int_0^t K(t - \sigma) d\sigma.
\end{equation}

The solution to (1.2) (with zero initial conditions) is given by

$$s(t) = \int_0^t e^{H(t-s)}\xi(s)ds.$$ 

We can write

$$s(t)s^T(t + \tau) = \int_0^t \int_0^{t+\tau} e^{H(t-s)}\xi(s)\xi^T(r)e^{H^T(t+r-s)}drds.$$ 

If we take the expected value of both sides of this equation and use the fact that $\langle \xi(s)\xi^T(r) \rangle = B\delta(r-s)$, we arrive at the equation

\begin{equation}
\langle s(t)s^T(t + \tau) \rangle = \int_0^t e^{H(t-s)}B e^{H^T(t-s)} e^{HT} e^{HT^T(t+r-s)} \sigma drds = \int_0^t K(t - \sigma) d\sigma e^{HT\tau}.
\end{equation}

When deriving (C.3) we have assumed that the variable $r$ is equal to the variable $s$ at some point when doing the integration. This will be guaranteed only if $\tau > 0$, and hence this is valid only for $\tau > 0$. The expression for $\tau < 0$ is obtained by using the fact that the autocorrelation function must satisfy $R(-\tau) = R^T(\tau)$.

Assuming that all of the eigenvalues of $H$ have negative real part, the process $s(t)$ will become stationary as $t \to \infty$. We take the limit of (C.3) as $t \to \infty$ to get

$$R(\tau) = K_0 e^{HT\tau},$$

where $K_0$ is defined as in (C.2). We now show $K_0 = \Sigma^{-1}$ by showing $K_0$ satisfies (B.1), i.e., $HK_0 + K_0H^T = -B$.

We have from (C.2)

$$\frac{d}{ds}K(s) = HK(s) + K(s)H^T.$$
It follows that

$$HK_0 + K_0H^T = -\lim_{t \to \infty} \int_0^t \frac{d}{ds} (K(t - s)) ds.$$

We can evaluate this integral using the fundamental theorem of calculus. When we do this we find that the contribution at \( s = 0 \) vanishes in the limit as \( t \to \infty \). Since \( K(0) = B \), the contribution at \( s = t \) is just \(-B\), which completes the proof of the lemma. \( \square \)

**C.2. The extended power spectral density.** The expression for the eigenvalue (with largest real part) of the perturbed operator \( D + \Gamma_0 + \varepsilon \langle a, s \rangle \Gamma_1 \) will be written in terms of the Laplace transform of the asymptotic autocorrelation function of the asymptotically stationary filter \( \langle a, s(t) \rangle \), which we denote by \( G \). \( G \) can be viewed as an extension of the power spectral density and has the advantage that it can be evaluated at points in the complex plane, outside of the domain of the power spectral density.

**Definition C.2.** Let \( s(t) \) be an asymptotically stationary stochastic process (i.e., stationary in the limit \( t \to \infty \)) with asymptotic autocorrelation function \( R(\tau) \). We define the extended power spectral density of \( s(t) \) as

$$G(z) = \int_0^\infty R(\tau) e^{-zt} d\tau.$$

With this definition, the scalar filter \( \langle a, s(t) \rangle \) has extended power spectral density \( G(z) = \langle a, G(z)a \rangle \). \( G \) is indeed an extension of the power spectral density \( S(\omega) = \int R(\omega)e^{-i\omega \tau} d\tau \), because the domain of \( G \) contains the set \( \{ z \in \mathbb{C} : \text{Re}[z] \geq 0 \} \). In particular, \( \text{Re}[G(i\omega)] = \frac{1}{\pi} S(\omega) \), which follows from \( R^T(\tau) = R(-\tau) \).

**Theorem C.3.** If \( H \) and \( B \) satisfy the basic conditions (Definition 3.5), then the extended power spectral density \( G(z) \) for the asymptotically stationary process \( s(t) \), defined in (1.2), is given by

$$G(z) = -\Sigma^{-1} (H^T - zI)^{-1},$$

provided \( \text{Re}[\mu_l + z] > 0 \) for \( l = 1, \ldots, n \).

Furthermore, the extended power spectral density \( G(z) \) for the asymptotically stationary filter \( \langle a, s(t) \rangle \) can be written as

$$G(z) = \langle a, G(z) a \rangle = -\sum_{k=1}^n \frac{\alpha_k \beta_k}{\mu_k + z},$$

where \( \alpha_l, \beta_l \) are defined as in (D.1).

**Proof.** In Lemma C.1, we showed that the autocorrelation function of the asymptotically stationary process \( s(t) \), in the limit \( t \to \infty \), is given by \( R(\tau) = \Sigma^{-1} e^{H^T \tau} \), where

$$\Sigma^{-1} = \lim_{t \to \infty} \int_0^t e^{H(t-s)} B e^{H^T(t-s)} ds.$$

From \( R(\tau) = \Sigma^{-1} e^{H^T \tau} \), we have

$$\int_0^\infty R(t)e^{-zt} dt = -\Sigma^{-1} (H^T - zI)^{-1}.$$
assuming that \( \text{Re}\{\mu_l + z\} > 0 \) for \( l = 1, \ldots, n \) so that the integral converges.

Since \( \alpha \) is real, we can use (D.2) to write \( \alpha = \sum_{k=1}^{n} \alpha_k \mathbf{v}_k = \sum_{k=1}^{n} \overline{\nu}_k \mathbf{v}_k \). Recall that we defined \( \mathbf{v} \) so that \( \mathbf{H}^T \mathbf{v} = -\overline{\nu} \mathbf{v} \), so we have \( (\mathbf{H}^T - \mathbf{I})^{-1} \mathbf{v} = \frac{-1}{\mu_l + z} \mathbf{v} \) and \( e^{\mathbf{H}^T(t-s)\mathbf{v}} = e^{-\mu_l(t-s)\mathbf{v}} \). Using these expressions along with (D.2), (C.7), and \( \mathbf{B} = \mathbf{B}^T \), we compute

\[
G(z) = -\lim_{t \to \infty} \int_0^t \sum_{l,m=1}^n \frac{\overline{\nu}_l \alpha_l}{\mu_l + z} \langle \mathbf{v}_l, \mathbf{B} \mathbf{v}_m \rangle \lim_{t \to \infty} \int_0^t e^{-\left(\overline{\nu}_m + \mu_l\right)(t-s)} ds
\]

\[
= \sum_{l,m=1}^n \frac{\overline{\nu}_l \alpha_l}{(\overline{\nu}_m + \mu_l)(\mu_l + z)} \langle \mathbf{v}_l, \mathbf{B} \mathbf{v}_m \rangle = -\sum_{l=1}^n \frac{\alpha_l \beta_l}{\mu_l + z} \quad \square
\]

**Corollary C.4.** If \( \mathbf{H} \) and \( \mathbf{B} \) satisfy the basic conditions (Definition 3.5), then the power spectral density \( S(\omega) \) of the asymptotically stationary filter \( \langle \alpha, s(t) \rangle \) is given by \( S(\omega) = \langle a, S(\omega) a \rangle \), where \( S(\omega) \) is the power spectral density of the asymptotically stationary process \( s(t) \), defined in (1.2), and

\[
S(\omega) = (\mathbf{H}^T + i\omega \mathbf{I})^{-1} \mathbf{B} (\mathbf{H}^T - i\omega \mathbf{I})^{-1}.
\]

**Proof.** Using the expression for \( G \) in (C.5), we get

\[
S(\omega) = 2 \text{Re}\{G(\omega)\} = G(\omega) + G(\omega)^* = -\Sigma^{-1} \left( \mathbf{H}^T - i\omega \mathbf{I} \right)^{-1} - \left( \mathbf{H} + i\omega \mathbf{I} \right)^{-1} \Sigma^{-1}
\]

\[
= -\left( \mathbf{H} + i\omega \mathbf{I} \right)^{-1} \left( \left( \mathbf{H} + i\omega \mathbf{I} \right) \Sigma^{-1} + \Sigma^{-1} (\mathbf{H}^T - i\omega \mathbf{I}) \right) (\mathbf{H}^T - i\omega \mathbf{I})^{-1}
\]

\[
= -\left( \mathbf{H} + i\omega \mathbf{I} \right)^{-1} (H \Sigma^{-1} + \Sigma^{-1} H^T) (\mathbf{H}^T - i\omega \mathbf{I})^{-1}
\]

\[
= \left( \mathbf{H} + i\omega \mathbf{I} \right)^{-1} \mathbf{B} (\mathbf{H}^T - i\omega \mathbf{I})^{-1}.
\]

The asymptotic autocorrelation function for the process \( \langle a, s(t) \rangle = a^T s(t) \) is given by \( \langle a^T s(t) s^T(t + \tau) a \rangle = \langle a, R(\tau) a \rangle \). Hence \( S(\omega) = \langle a, S(\omega) a \rangle \). \( \square \)

**Appendix D. Supplementary material for section 4.**

**Proof of Lemma 4.1.** We begin by defining

\[
\alpha_k = \langle U^T a \rangle_k, \quad \beta_k = -\sum_{m=1}^n \frac{\overline{\nu}_m}{\overline{\nu}_m + \mu_k} \langle \mathbf{v}_k, \mathbf{B} \mathbf{v}_m \rangle,
\]

where \( U = [u_1, u_2, \ldots, u_n] \). Recall that \( \{u_j\} \) are the eigenvectors of \( \mathbf{H} \) and that \( \{v_j\} \) are the normalized adjoint vectors.

With \( y^{\pm k} = (p_{\pm k}, q_{\pm k}, 0)^T \), from Lemma 2.5, we know the ladder operators can be written as

\[
\mathcal{L}_k = p_k \cdot \nabla + q_k \cdot s, \quad k = -n, \ldots, -1, 1, \ldots, n,
\]

with \( p_{\pm k} \) and \( q_{\pm k} \) given explicitly in the proof of Lemma 2.5. From these we see that for (4.4) to be satisfied we must have

\[
\sum_{k=1}^n \alpha_k \mathbf{v}_k = a, \quad \sum_{k=1}^n \beta_k u_k = \sum_{j=1}^n \alpha_j (\mathbf{H} - \mu_j \mathbf{I})^{-1} \mathbf{B} v_j.
\]
Hence, $\nabla \alpha = a$, where $V = [v_1, v_2, \ldots, v_n]$. But $V^* U = I$, so the first expression in (D.2) is equivalent to the definition of $\alpha_k$ in (D.1). Also, since the $\{u_k\}$ are complete and $((H - \mu_j I)^{-1})^* v_k = -(\overline{\mu}_k + \overline{\mu}_j)^{-1} v_k$, we conclude that
\[
\beta_k = \left\langle v_k, \sum_{j=1}^{n} \alpha_j (H - \mu_j I)^{-1} B v_j \right\rangle
\]
\[
= - \sum_{j=1}^{n} \frac{\alpha_j}{\mu_k + \mu_j} \langle v_k, B v_j \rangle = - \sum_{j=1}^{n} \frac{\alpha_j}{\mu_k + \overline{\mu}_j} \langle v_k, B v_j \rangle,
\]
where the last equality follows from a rearrangement of the sum over $j$ and the fact that the eigenvectors $v_j$ and eigenvalues $\mu_j$ come in conjugate pairs. Thus, with $\alpha_k, \beta_k$ defined as in (D.1), the equations in (D.2) are satisfied, and therefore (4.4) holds.  

**Proof of Theorem 4.8.** From Lemma 4.7 we have
\[
\lambda_2 = \left\langle \psi_1, \sum_{k=1}^{n} \alpha_k \Gamma_1 c_k \right\rangle = - \left\langle \psi_1, \sum_{m=1}^{J} \sum_{j=1}^{n} \frac{\alpha_m \beta_m}{\nu_1 - \nu_j + \mu_m} \langle \psi_j, \Gamma_1 \phi_1 \rangle \Gamma_1 \phi_j \right\rangle
\]
\[
= - \sum_{j=1}^{J} \langle \psi_1, \Gamma_1 \phi_j \rangle \langle \psi_j, \Gamma_1 \phi_1 \rangle \sum_{m=1}^{n} \frac{\alpha_m \beta_m}{\nu_1 - \nu_j + \mu_m}
\]
\[
= \sum_{j=1}^{J} \langle \psi_1, \Gamma_1 \phi_j \rangle \langle \psi_j, \Gamma_1 \phi_1 \rangle G(\nu_1 - \nu_j).
\]
The last equality follows from (C.6).  

**Acknowledgments.** We would like to thank John Torczyński for motivating and finding funding for this work. We also thank Jim Ellison, Nawaf Bou Rabee, and Rich Field for several fruitful discussions concerning stochastic differential equations.

**REFERENCES**


