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Preface

This book is an amplified and updated version of a graduate course given
by one of us (lEs) at various times during the past two decades. Ills intended
as a rigorous treatment from first principles of the algebraic and analytic core
of general quantum field theory. The first half of the book develops the alge-
braic theory centering around boson and fermion fields, their particle and wave
representations, considerations of unitary implementability. and the represen-
tation-independent formalism. This is tied in with the infinite-
dimensional unitary, symplectic, and orthogonal groups, and their actions as
canonical transformations on corresponding types of fields, in part, this rep-
resents a natural extension of harmonic analysis and aspects of the theory of
classical Lie groups from the finite to the infinite-dimensional case. But certain
features that are crucial in the physical context—stability (positivity of the
energy or of particle numbers) and causality (finiteness of propagation veloc-
ity), both of which play essential roles in the quantization of wave equations—
are also central in our treatment. These features are integrated with symmetry
considerations in a coherent way that defines the essence of algebraic quantum
field theory and subsumes the quantization of linear wave equations of a quite
general type.

But the key process that distinguishes quantum from classical physics is

that of particle production. The mathematical description of this phenomenon
in accordance with the physical desiderata underlined above is, at the funda-
mental level, by quantized nonlinear wave equations. The algebraic theory
developed in the first part of the book is used extensively in the second part in
developing the mathematical interpretation, and solution in a prototypical Coil-
text, of such equations. New analytic, rather than algebraic, issues of rcnor-
malization and singular perturbation arise in this connection. In particular,
nonlinear local functions of quantum fields—such as fields that are not neces-
sarily free, or defined over arbitrary Riemannian manifolds—are treated in
general contexts. These are in the direction of ultimate extension to physically
more realistic cases than the model treated here. This consists of the formula-
tion of the concept of solution of a quantized local nonlinear scalar wave equa-
tion in a sense that is independent of the existence of an associated free held.
and of the establishment of such solutions in two space-time dimensions (al-
beit by a technique that starts from a free field).

This book is intended as a self-contained introduction, and not as a treatise
or compendium of results. A logically coherent and detailed treatment of a
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subject as indivisible and multifaceted as quantum field theory must be highly
selective. We eschew both "practical" and the now classical "axiomatic"
quantum field theory, on which there are excellent textbooks. Those in axio-
matic theory include the authoritative texts by Bogolioubov, Logunov, and
Todorov (1975); Jost (1965); and Streater and Wightman (1964). The pleni-
tude of texts on practical theory includes the lucid treatments, in order of in-
creasing scope, of Mandl (1959); Bjorken and Drell (1965); and Cheng and Li
(1984).

We also fail to do justice to the geometrical side of the theory, partly be-
cause to do so would require another volume of the present size, but also
because our approach is designed to apply in essence to virtually arbitrary
geometries, the particularities of which need not be specified. Applications
and illustrations are usually given in terms of Minkowski space, because this
is the simplest and the most familiar. The key developments would, however,
apply to general classes of space-times endowed with causal structures and
corresponding transformation groups, including the context associated with
the conformal group.

We include brief historical comments, but refer to the classics by Dirac
(1958), Heisenberg (1930), and Pauli (1980) for the nascent formalism and
spirit of heuristic quantum field theory.

We assume the reader has some background in modern analysis and expo-
sure to the ideas of quantum theory, because it would be impractical to do
otherwise in a volume of this size. We have, however, appended a glossary to
clarify terminology and tohelp tide the reader over until he has a chance to
consult a source of technical detail, in case he wishes to do so; it may also
serve as a review of the technical background. A series of Lexicons in the
main text serves to correlate the mathematical formulation with the physical
interpretation. The Problems and Appendix B further round out the treatment
and provide contact with the physical roots and interesting, if peripheral,
mathematical issues.

The first half of the book should provide a basis for a one semester, first- or
second-year graduate course on group, operator, and abstract probability the-
ory, as well as quantum field theory per se. The full book should do the same
for a yearlong course in its primary topic of quantum field theory. It can easily
be enhanced with specific mathematical or physical applications, from number
theory and theta functions to path integrals and many-body formalism, de-
pending on the direction of the class or reader. Our purpose here has simply
been to provide a coherent and succinct introduction to a general area and
approach that connects, and in part underlies, all of those fields.

This book is primarily a synthesis. and only secondarily a survey. Detailed
reference could not have been made briefly in an accurate and balanced way,
and the alternative—lengthy accounts of the development of the subject—
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would have distracted from the logical development and added much to the
bulk of the book. We have followed a middle course of providing each chapter
with bibliographic notes on key publications related to our presentation. A
more general list of references enlarging on our themes, directions, and tech-
niques is given at the end of the book. The literature is now so vast that such
a list cannot be complete, and we have given priority to sources of special
relevance to or coherence with the rigorous treatment here.

We thank students and colleagues who have made corrections or sugges-
tions regarding notes forming a preliminary version of this book, and Jan Ped-
ersen for a final reading.





Introduction

The logical structure of quantum field theory

Quantum field theory is quintessentially the algebra and analysis of infinite-
dimensional dynamical systems, as constrained by quantum phenomenology,
causality, and symmetry. Although it has a clear-cut central goal. that of the
realistic description of particle production and annihilation in enns of the lo-
calized interactions of fields in space-time, it is clear from this description that
it is a multifaceted subject. Indeed, both the relevant mathematical technology
and the varieties of physical applications are extremely diverse. In conse-
quence, any linear (i.e., sequential) presentation of the subject inevitably
greatly oversimplifies the interaction between different parts of the subject.

At the level of mathematical technology, the subject involves Hilbcrt spacc
and geometry, wave equations and group representations, operator algebra
and functional integration, to mention only the most basic components. At the
level of practical applications, much of physical quantum field theory is heu-
ristic and somewhat opportunistic, even if it is strongly suggestive of an un-
derlying distinctive and coherent mathematical structure. At the overall foun-
dational level, the logical basis of the subject remains unsettled, more than six
decades after its heuristic origin. There is not even a general agreement as to
what constitutes a quantum field theory, in precise terms.

in this context, logical clarity and applicable generality take on particularly
high priority, and have been emphasized here. At the same time, there has
been outstanding progress in the mathematical theory of quantum fields, al-
though the ultimate goal of an effective theory of relevant equations in four-
dimensional space-time has by no means been achieved. To present the estab-
lished developments in a lucid and succinct way, while treating the issues
involved in the ultimate goal of the theory, it is unfortunately necessary to be
somewhat abstract and to focus on the algebraic and constructive core of the
theory. This results in an approach that may, at first glance. seem unfamiliar
to those introduced to the subject in the conventional manner.

The traditional approach commonly involves presenting a prototypical.
classical iree" equation, often the Klein-Gordon equation

f3p + mp = 0.

and explaining that in view of quantum mechanics, what is wanted is rather
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an operator-valued function p that satisfies the same equation, together with
the nontrivial commutation relations at an arbitrary fixed time

p(10,y)J = 0 = 8,p(t,),y)I;

x), ä,p(t0, = — i ô(x — y),

which are analogous to the Heisenbcrg commutation relations. Having ex-
plained heuristically how the appropriate "function" p may be obtained, the
text goes on to treat vector and other higher spin fields, the quantization of
wave equations on other space-times, and so on.

This is a natural and sensible approach, but it suffers from some scientific
limitations, and there are practical advantages to a more abstract treatment.
More specifically, the value of a quantized field at a point is a highly theoret-
ical entity, which is relatively singular mathematically, and not really concep-
tually measurable from a foundational physical standpoint, it is now widely
realized that it is mathematically more efficient and physically more appropri-
ate to treat, instead of the value of the quantized field at a point, its average
with respect to a smooth function f supported in a neighborhood of the point,
such as 4)(f) = fp(X)f(X')dX, where X = (tx). What is less widely realized
is that the test functionsf are effectively in an invariant Hilbert space, the so-
called "single-particle space." From the fact that all Hilbert spaces of the
same dimension arc unitarily equivalent, it follows that the underlying quan-
tum field theory does not depend, for the most part, on the particularities of
the wave equation or space-time under consideration. The point is that there
are universal boson and fermion quantizations applicable to an arbitrary Hil-
bert space.

Moreover, the use of these universal fields for the quantization of given
equations is not only a major theoretical economy, but definitively simplifies
the treatment of many important topics. Thus, there is a simple invariant con-
dition for the unitary implementability of canonical transformations on a free
quantum field in Hilbert space terms that is necessary and sufficient, in con-
trast to the complex and unnecessarily stringent sufficient conditions derivable
from analysis in a more specialized format.

More generally, instead of starting out with a given Hilbert space, it is nec-
essary in more complicated cases to begin with a space with less structure, a
real orthogonal or sympleclic space. The introduction of an appropriate com-
plex structure in such a space, on the basis of symmetry and stability (positive
energy) considerations, underlies the determination of the "vacuum" and,
indeed, the use of complex numbers generally in quantum mechanics. At the
same time, these real variants of a l-lilbcrt space provide the essential basis for
the formalism, which uses an infinite-dimensional version of the
Clifford algebra in the orthogonal case and of Weyl algebra in the symplcctic
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case. These are representation-independent (i.e., do not depend
on a particular choice of a representation of the canonical or anticanonical
commutation relations). The C-algebraic formalism is a natural extension of
the Hubert space line and at the same time permits the quantization of fields
that do not necessarily possess a vacuum, such as those of "tachyons" (rep-
resented, e.g., by the Klein-Gordon equation with imaginary mass).

Last, but not at all least, the use of a succinct and invariant algebraic for-
malism facilitates the overall view of the forest in a subject in which this view
is obscured by a very large number of trees. The development of a foundation
for four-dimensional quantum field theory that is consistent with the simple
and natural ideas that motivated the subject—and there is no compelling rea-
son to doubt that one exists—seems likely to be expedited thereby, even if it
may ultimately be describable in other terms.

For these reasons, the first part of the book, consisting of Chapters 1—5,
emphasizes the algebra and treats the Klein-Gordon and Dirac equations in
Minkowski space only as examples. The second part, or Chapters 6—8, treats
differential equations and nonlinear issues, in which the notion of the quan-
tized field as a point function becomes quite pertinent. The basic principle of
the locality of causal interactions is naturally formulated in terms of point
values of fields, and the constructive theory is more sensitive than the alge-
braic to the underlying geometry and wave equation.

The connection between the global Hilbert space standpoint and the intui-
tive idea of fields as localized entities will emerge in opportune places
throughout the book and will be crucial to Chapter 8. This chapter will develop
in particular the concept of a nonlinear local function of an interacting quan-
tum field. The reader who would like early on to see an example of the con-
nection may find it in Appendix B.

Organization of the book

The main technical prerequisite for this presentation of quantum field theory
is basic functional analysis and operator theory. No familiarity with heuristic
quantum field theory is assumed, but it should be helpful. Correlation of the
rigorous theory with the conventional looser and more specialized physical
formalism is made in the Examples. Problems, and Lexicons. The Problems
arc also used to make contact with some interesting but seemingly peripheral
issues in quantum field theory.

Chapter 1 treats the universal free boson field. The unboundedness of the
field operators and the incorporation of functional integration theory into this
chapter make it relatively lengthy. Chapter 2 treats the universal fermion field
along parallel lines, more briefly because of the boundedness of the field op-
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erators and the subsumption of the counterpart to functional integration theory
under operator algebra. Each of these chapters details the three basic unitarily
and physically equivalent representations of the universal fields: the particle
representation, which diagonalizes the "occupation numbers" of states; the
"real" wave representation, which essentially diagonalizes thehermitian field
operators at a fixed time; and the "complex" wave representation, which
pseudo-diagonalizes the creation operators.

Chapter 3 establishes general properties of the universal fields, such as the
relation of the field over a direct sum to the fields over the constituents, and

their unicity subject only to the constraint of positive energy. The remarkable
parallelism between the structure and representations of the boson and fermion
fields, notwithstanding their striking differences, comes through strongly in
this chapter. At the same time, the assumption of an underlying (single-parti-
cle) Hubert space is relaxed to treat boson fields over symplectic spaces and
fermion fields over orthogonal spaces.

Chapter 4 deals with absolute continuity of distributions in function spaces
and the related question of the unitary implementability on the universal fields
of given canonical transformations on the underlying single-particle space (or
classical field). The result, that the Hilbert-Schmidt condition on the commu-
tator of the given transformation with the complex unit i is necessary and suf-
ficient for unitary implementability. confirms the relevance and essentiality of
the Hilbert space format (for the underlying classical field or single-particle
space) used in the earlier chapters. At the same time, this condition shows a
need for a broader formalism that will encompass the actions on the quantized
field of general canonical transformations. In Chapter 5 it is shown that these
transformations act naturally, essentially in extension of their Hubert space

actions when these exist, on associated with the underlying sym-
plectic or orthogonal structures.

Chapter 6 applies the algebraic theory to the quantization of wave equations
(using the Schrodinger. Klein-Gordon, and Dirac as prototypes) and marks the
transition to constructive quantum field theory. Chapter 7 develops in a quite
general format the theory of renormalizedlocal products of boson fields.
These are shown to exist as generalized operators—more specifically, contin-
uous sesquilinear forms on the domain D of infinitely-differentiable vectors
for the field Hamiltonian—without any special assumption as to the character
of space or an underlying wave equation. The last section details the special-
ization to the formulation of a quantum field as an essentially self-adjoirn op-
erator-valued distribution on Minkowski space and establishes the existence
of Wick powers of this field as a Lorcntz-covariant operator-valued distribu-
tion.

Chapter 8 focuses on the case of a nonlinear scalar field in two space-time
dimensions as a vehicle for illustrating some of the basic ideas and methods in
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constructive quantum field theory. A nonlinear variant of the Weyl relations is
used to give effective meaning to polynomials in a quantum field that is not
necessarily free, at a fixed time, as required for the fundamental partial differ-
ential equations of interacting quantum field theory to make mathematical
sense as such. The existence of quantized solutions to local nonlinear scalar
wave equations, in which the nonlinearities are renormalized relative to the
"physical" rather than a somewhat ambiguous and hypothetical "free" vac-
uum, is shown in detail. The real-time (Lorcntzian) approach of the original
rigorous treatment seems physically more natural and generally adaptable than
the later-developed imaginary time (Euclidean) treatment, and is adopted
here.

The numbering system is as follows. Theorems are numbered seriatim in
each chapter: e.g., Theorem a.b denotes the bth theorem in Chapter a. Lem-
mas and corollaries are numbered serially following the underlying theorem
number. Thus, Lemma a.b.c denotes the cth lemma for Theorem a.!,. We also
use scholia in the same manner as in the Principia: generally useful ancillary
results that are not of the central importance of a theorem. The scholia and
equations are numbered like the theorems. The sections of each chapter are
numbered serially. A compendium of the main notations we use is given in
Appendix A. References are to the Bibliography following the text. For basic
functional analytic results we refer primarily to Segal and Kunze (1978),
which is cited throughout as SK.
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The Free Boson Field

1.1. Introduction

Much of the quantum field theory is of a very general character independent
of the nature of space-time. Indeed, a universal formalism applies whether or
not there exists an underlying "space" in the usual geometrical sense. In its
primary form, this universal part of quantum field theory depends only on a
given underlying (complex) Hilbert space, say H. Colloquially, H is often
called the single-particle space.

Thus, for a nonrelativistic particle in three-dimensional euclidean space R
H is the space L2(R3) consisting of all square-integrable complex-valued func-
tions on R3, in the usual formalism of elementary quantum mechanics. For a
relativistic field or particle as usually treated, H is the space of "normaliz-
able" wave functions. Here the norm derives from a Lorentz-invariant inner
product in the solution manifold of the corresponding wave equation. For pos-
sible more exotic types of fields, the situation is much the same.

This chapter presents the mathematical theory of one of the most fundamen-
tal quantum field constructs from a given complex Hilbert space H, without at
all concerning itself with the origin of H. This theory has close relations to
integration and Fourier analysis in Hilbert space, and can in part be interpreted
as the extension of analysis in euclidean n-space to the case in which n is
allowed to become infinite. We call this universal construct the free boson
(more properly, Bose-Einstein)field over H.

The next section of the chapter begins the rigorous mathematical develop-
ment. From time to time, items logically outside the mathematical develop-
ment, labeled Lexicon, will interrupt in order to correlate the somewhat ab-
stract treatment with physical usage and intuition. Mathematical Examples. in
the nature of special cases, will also be provided. Readers interested primarily
in the mathematics may largely ignore the Lexicon items. Those who would
like to appreciate at this point how the conventional treatment of relativistic
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fields can be subsumed under the universal Hubert space formulation of this
chapter will find an explicit treatment in Appendix B.

1.2. Weyl and Heisenberg systems

In any hubert space, the imaginary part of the inner product provides a real
antisymmetric (real-) bilinear form. A more general type of space, in which
only such a form is given, also plays an important part in boson theory.

DEVINITI0N. A symplectic vector space is a pair (L,A) consisting of a real
topological vector space L, together with a continuous antisymmetric, "non-
degenerate" bilinear form A on L. To be more explicit, "nondegencrate"
meansthatiffl(x,v) = Oforallx€L,theny = 0.

When L is a real finite-dimensional vector space, it is easily seen that it can
be given the structure of real topological vector space in one and only one
way. A real infinite-dimensional vector space is a topological vector space
relative o thc topology in which a set is open if and only if its intersection
with each and every finite-dimensional subspace is open relative to this sub-
space. A space with (his topology will be said to be "topologized algebrai-
cally." The continuity condition on A is then easily seen to be vacuous.

ExAMPI.E I . I. Let M be a finite-dimensional real vector space, and M its
dual, i.e., the space of all linear functionals on M. Let L denote (he direct
sum and let A denote the form

=f(x') —f'(x),

for arbitrary xef and x'ef' in L. Then it is easily verified that (L, A) is a
symplcctic vector space: it will be called the symplectic vector space built from
M. More generally. suppose M and N are arbitrary given real topological
vector spaces, and B(x,f) is a given continuous nondegenerate bilinear form
on M x N. The svmplectic vector space built from (M, N. B) is defined as
thespacc(L,A)whercL = M®NandA(x®fx'®f') = B(xf) — B(x,f').

DIWINITION. Let (L, A) be a given symplectic vector space. A Weyl system
over (1, A) is a pair (K, W) consisting of a complex Hubert space K and a
continuous map W from L to the unitary operators on K (taken as always,
unless otherwise specified, in their strong operator topology) such that for all

and:' in L.
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W(z)W(z') = eh/:.:)W(: + z'). (1.1)

Equations 1.1 are known as the Weyl relations.
If H is a given complex pre-Hilbert space ("pre" signifying that complete-

ness is not assumed), and A denotes the form A(z, z') lm(z. z'), then the
pair (H', A), where H' denotes H as a real vector space with the same topol-
ogy, is a symplectic vector space, a Weyl system over which is called simply
a Weyl system over H. Here and below we shall follow mathematical conven-
tion and take the complex inner product (•,') to be complex-linear in the first
argument.

EXAMPLE 1.2. Let L denote the space C of all complex numbers as a real
two-dimensional space, and let A(:, z') = Let K denote the space
L2(R) of all complex-valued square-integrable functions on the real line R;
here and later when the measure in cuclidean space is unspecified. it is under-
stood to be Lebesgue measure. For arbitrary z in C of the form: = x + iy,
where x and y are real, let W(z) denote the operator on K,

W(z):f(u) — "2f(u + x).

It is easy to check that (K. W) is Weyl system over (L, A); it is known as the
"Schrodinger system" or the "Schrodinger representation of the Weyl rela-
tions."

More generally, let H denote a finite-dimensional complex Hilbert space.
Let e1. e2 ,..-, denote an arbitrary orthonormal basis for H, and let H' denote
the real span of the that is, the real subspace consisting of all real linear
combinations of the Relative to the restriction of the given inner product
(.,.) to H', H' forms a euclidean space. Let K denote L2(H'), and for arbitrary
z in H. of the form z = x + iy, where x and v arc in H', let W(z) denote the
operator on K:

W(z):f(u) - + x).

Just as in the one-dimensional case, (K, W) is easily seen to form a Weyl
system over H.

The Weyl relations are a regularized form of the Hciscnbcrg relations,
which are essentially the infinitesimal form of the Weyl relations. Such an
infinitesimal form, like the infinitesimal representation associated with a group
representation (of which the Weyl systems are in fact a special case; cf. Prob-
lems following this section) is more effective in algebraic contexts than the
global form, although the latter is more cogent for rigorous analytical pur-
poses.
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More specifically, if (K, W) is a Weyl system over a given symplectic vec-
tar space (L,A), then the map t i—+ W(tz) is for any fixed z L a continuous
one-parameter unitary group whose selfadjoint generator (whose existence is
asserted by Stone's theorem) is denoted as 4)(z). The map z I—. 4)(z) from L
into the selfadjoint operators on K will be called a !leisenberg system.

THEOREM 1.1. Let 4) denote the Heisenberg system for the Weyl system

(K. W) over the symplectic vector space (L, A). Then for arbitrary vectors x

andy in L, and nonzero t R, thefollowing conclusions can be made:

i) 4)(tx) = t4)(x);
ii) 4)(x) + 4)(y) has closure 4)(x + y);
iii) for arbitrary u in the dense domain D(4)(x)4)(y)) =

(4)(x),4)(y)Ju = —iA(x,y)u: and

iv) 4)(x) + i4)(y) is closed.

PROOF. The definition of 4) makes i) clear. For the rest, we use two lemmas.
Here and later the notation D(T) for an operator T denotes the domain of T.

LEMMA 1.1.1. Let x andy be arbitrary in L. and suppose that u

Then W(y)u D(4,(x)) and

4Sx)W(y)u = W(y)L4)(x) + A(x,y)ju.

Paoor. It follows from the Weyl relations that for arbitrary nonzero real t.

— I]W(y)u = —it '(W(zx)W(y) — W(y)]u

= —it W(y)[W(tx)eM°'" — flu.

Letting t —+ 0, the lemma follows.

LEMMA 1.1.2. Let D' denote the set of all finite linear con:binations of vec-
tors of the form of the weak integral

f W(sx + tv)v F(s. t) dsdt,

where v is arbitrary in K and F is arbitrary in C1R2). The': D' is dense in K.
U' C D(4)(x))flD(4)(y)). andD' C D(4)(x)4Xy)).

PRooF. Here and elsewhere, integrals are extended over all values of the
variables of integration, unless otherwise indicated, and the notation C(S) for
an arbitrary manifold S denotes the set of all complex-valued functions of
compact support on S.

The density of U' in K follows from the choice of a sequence {F,,} suitably
approximating the Dirac measure. To show that U' C D(4)(x)4)(y)) it suffices
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to show that D' C and that 4(y)D' C D'. To show that D' C D(4(y))

is to show that if

u = fW(xx + iy)vF(x.i)dxdi.

then 'jW(sy) — lJu exists. Now

— flu

= r'f[W(ey + xx + — W(xx + ry)jvF(s,r)dxdi.

using the Weyl relations. In the integrand,

W(ty + xx + — W(xx + ty) = + xx + iv)

— W(xx + ry)) + — l)W(xx + ry),

and making a translation in t,

r'[W(ey) — !)u = 5 + ry)v(F(x,r — F) — F(xj))/edxd:

+ 5 — 1)/F W(sx + iy)v F(x, 1) dxcii;

letting c— 0 on the right side shows that the limit of the left side exists and
equals

—5W(xx + iy)v O,F(x, i) dxcii + ½ixA(y. x) fW(sx + ty)v F(x, a') dxcii.

This shows that D' C and that C The proof that
D' C D(4(x)) is analogous to that of D' C D(4(y)). El

To see that d,(x) + 4(y) C 4(x + y), note that

WUx)W(:v)u = &"2'"'4V(Ux + y))u

so that

— ir 'IWO(x + y)) — flu = — ir '[e — I lu

Now taking u in D(4(x))flD(4(y)), the usual argument for treating the deriva-
tive of a product shows that the right hand side of the above equation con-
verges as 0 to + 4gy))u. The inclusion in question follows now
from Stone's theorem.

To show that + y) is the closure of + is thus equivalent to
showing that 4)(x + y) is the closure of its restriction to D(cWx))flD(4(v)).
To prove this, recall the general criterion: a selfadjoint operator A is the clo-
sure of its restriction to a domain D if: a) D is dense; and b) eMD C D for all

R. Taking A = 4(x + y) and D = D(4(x))flD(d$y)). then both (a) and

(b) follow from Lemma 1. 1.2.

Note that by Lemma 1. 1. 1 for arbitrary 'a' D(4(xkWy)).
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I4,(y)W(sx) — W(sx)4'(y))w = A(y, sx)W(sx)w,

or

4'(y)W(sx)w = W(sx)4(y)w + A(y, sx)W(sx)w.

Differentiating with respect to s on the right side and setting s = 0 yields
i4'(x)4,(y)14 + A(y, x)w. it follows that the left side is differentiable at s =0,
and since 4'(y) is closed, the limit is Thus

i14'(y), 4'(x)]w = A(y, x)w.

Conclusion iii) now follows from Lemma 1.1.2.
It also follows that

II(4'(x) + = + 1I4'(y)wlP + A(x, y)IklI'.

To show that 4'(x) + i4'(y) is closed, let be a sequence of vectors in
D(4,(x))flD(4'(y)) such that u,, —* a and (4,(x) + i4'(y))u,, —* v. Then

II4'(4(Um — —+ 0 and — 0

as rn, ii It follows in turn that u D(4,(x))flD(4)(y)), so that 4'(x) +
i4,(y) is closed, proving (iv). 0

EXAMPLE 1 .3. A map 4, from L to operators on a Hilbert space K that
satisfies conditions i>—iii) is not in general a Heisenbcrg system. in other
terms, the operators W(z) defined as do not necessarily satisfy the Weyl
relations. Sufficient conditions for this to be the case follow from the theory
of analytic vectors for unitary group representations due to Nelson (1959);
related conditions were derived earlier in the special case of the Weyl relations
by Rellich and later by Dixmier (1958).

Nelson's criterion implies that for a given mapping from L to operators
on a Hubert space K to be essentially a Heisenberg system, in the sense that

has a closure 4(z), for all z L, such that 4' is a Heisenberg system, the
following is sufficient:

(i) All have the same domain D, which is dense in K, and left in-
variant by all the 4,0(z). which are hermitian.

(ii) Every finite-dimensional subspace of L has a basis ; such that
+ + + 40(zj2 is essentially selfadjoint.

This applies in particular to the simplest case of the "particle representa-
tion." in this, K is the space C, of all sequences (a0, a1,...) for which the sum
a012 + a112 + 'is convergent, with the inner product (A, B) = aftb( + a1b1

+ - - -. The domain D is that of all finite sequences, and is determined as a
map on L = C by the specification of and 4'0(i), which may be denoted
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as P and Q. Setting for the vector in C2 whose only nonvanishing component
isa I inthenthposition,

= + (n + (1.2)

= — (ii +

On observing that (P2 + Q2)e,, = (2n + l)Cn, the requisite essential selfad-
jointness follows.

This particle representation, in its global form, is unitarily equivalent to the
SchrOdinger representation. and the same is true of its analog for L of arbitrary
finite dimension. A generalization to the case when L is a Hubert space of
arbitrary dimension is developed later in this chapter.

The preceding example illustrates the formulation of a Weyl system in terms
of a "canonical pair," consisting of suitable hcrmitian operators P and Q sat-
isfying the relation [P, QJ C — ii. The essential equivalence of this type of
formulation, which is more familiar and elementary, but typically less invari-
ant, with the explicitly symplectic formulations, will now be developed.

DEFINITION. A linear dual couple is a system (M, N, (.,')) consisting of real
topological vector spaces M and N, together with a real bilinear continuous
function (x, A) on M X N that is A Weyl pair over a given
dual couple is a system (K, U, V) consisting of a complex Hubert space K
together with continuous unitary representations on K, U. and V of the addi-
tive groups of M and N respectively, satisfying the relations

U(x)V(A) = x€M, (1.3)

Equations 1.3 are called the restricted Weyl relations.

EXAMPLE 1.4. A variant of the SchrOdinger representation is as follows. Let
M denote a finite-dimensional real vector space. M* its dual space. and define
(x, A) = for x M and M5. Then (M, M*, is a dual couple and
is said to be built from M. Let m denote an arbitrary regular measure on M
that is quasi-invariant, meaning that its null sets arc invariant under vector
translations in M; or equivalently that m and its translate rn, through x. defined
by the equation mr(E) = m(E + x) for any Borel set E. are mutually abso-
lutely continuous for all x M. For arbitrary x M. let U(x) denote the oper-
ation on K = L,(M, m)

U(x):f(u) I—4f(u + x)Idni,/dml': (1€ K). (l.4a)

For arbitrary let V(X) denote the operation

V(A):f(u)I—. (f€ K). (l.4b)
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It is not difficult to verify that (K, U, V) is a Weyl pair over (M, M*, (.,.)).
Any quasi-invariant measure m on M is mutually absolutely continuous

with Lebesguc measure on M, by a result of Mackey (1952). From this it
follows that the Weyl pair just constructed is unitarily equivalent to that ob-
tained when in is Lebesgue measure. It will be seen later that there is an anal-
ogous construction in the case when M is infinite-dimensional, in which case
the conclusion of Mackey's theorem is not at all valid. Even in the finite-
dimensional case the construction will be convenient on occasion, especially
with in taken as a Gaussian measure.

The relation between Weyl systems and pairs is noted in

THEOREM 1.2. Let (M, N, (•,•)) be a dual couple and K be a complex Hi!-
bert space. Let U and V denote given continuous mappings from M and N
respectively to the unitary operators on K. Then (K, U, V) i.s a Weyl pair over

(•,•)) if and only if the mapping Wfrom to the unitary operators
onK:

W(z) = U(x) V( — A.) z = xff3A.,

is in conjunction with K a Wey! system over the symplectk space built from
(M, N, (•,•)).

PROoF. The proof is left as an exercise. 0
As in the case of a Weyl system, for any Wcyl pair (K, U, V) over a given

dual couple (M, N, (•,')), there exist unique mappings P and Q from M and N
to the selfadjoint operators in K that are given by the equations:

U(tx) = V(zA,) = z R.

DEFINITION. A Heisenberg pair (K, P. Q) over a dual couple (M, N, (v))
consists of a complex Hubert space K and mappings P and Q from M and N,
respectively, to the selfadjoint operators in K, having the property that if U(x)
= ehI'(xJ and V(X) = then (K. U, V) is a Weyl pair over (M, N, (.,.)).

DEFiNITION. A collection of selfadjoint operators on a Hilbert space is said
to be strict/v commutwive if the spectral projections of the operators are mu-
tually commutative.

COROLLARY 1.2.1. If (K. P. Q) is a Heisenberg pair over the dual couple
(M, N, (•,-)). then for arbitrary x, y M and A.. t R,

i) P(ix) IP(x); Q(tA.) = tQ(A.):
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ii) P(x) + P(y) has closure P(x + y); Q(X) + Q(l.L) has closure Q(X + p);
and

iii) P(x) and P(y) commute strictly, and Q(X) and commute strictly;
IP(x), Q(A)] has closure — i(x, X).

PROOF. The corollary follows from Theorems 1.1 and 1.2 by specialization
ofzandz'. o

DEirtNITI0N. A collection of bounded linear operators on a Hubert space is
irreducible ("topologically," as will be understood unless otherwise indi-
cated) if the only closed linear subspaces invariant under all of them are the
trivial ones (i.e.. the entire space, or that consisting only of 0).

THEOREM 1.3. The Schrodinger system over a finite-dimensional space is
irreducible.

PROOF. Let K' denote an arbitrary closed invariant subspace. Being invari-
ant under multiplications by the where the notation of Example 1.4 is
used, it is invariant under multiplications by arbitrary finite linear combina-
tions of these functions. But an arbitrary bounded measurable function on R
is a of such linear combinations (in L,. as the dual of L). It follows
that K' is invariant under multiplications by arbitrary bounded measurable
functions.

If K' is not all of K. there exists a vcctorf€ K that is orthogonal to every
vector in K': ff(x)g(x)d.r = 0 for all g K'. By replacing g by
(where = x/IxI if x 0 and sgn(0) = 0), and noting the invariance of
K' under translations, it follows that f If(x)I g(x + a)ldx = 0 for all real a.
Now K' is invariant under convolution by arbitrary integrable functions. by
virtue of its assumed invariance features, so every element of K' may be ap-
proximated arbitrarily closely by a continuous function in K'. It follows that
if K' does not consist only of zero, thenf(x) must vanish on a nonempty open
set. But the class of open sets on whichf vanishes is translation-invariant, so
f vanishes identically, a contradiction that completes the proof. [1

LEXICON. In the physics literature, hermitian operators P and Q satisfying
the relation IP, QI = — 11. first used by Heisenberg. are said to be "canoni-
cally conjugate" or to form a canonical pair. More generally, operators P1,
P2,...and Q, the relations = IP,. PAl = 0

= IQ,. QAI. are said to satisfy thc "canonical commutation relations" or
"CCRs." In field theory it is common for the indexj to be continuous, so that
in more precise mathematical terms one is dealing with operator-valued distil-
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butions. Operator-fields P(x) and Q(x) defined over a manifold M are then said
to be canonically conjugate or to satisfy canonical commutation relations if
formally [P(x), Q(y)] = —iO(x — y), [P(x), = 0 = tQ(x), Q(y)J. But
the precise meaning of such relations requires a formulation in terms of Weyl
systems.

The Heisenberg relations descend in part from relations between classical
quantities rather than operator-valued quantities. The word "classical" is used
often to mean "numerically-valued" or, in Dirac's term, a "c-number." In
contrast, a "quantized" quantity, meaning effectively one represented by an
operator, is called a "q-number." Lie's theory of contact transformations
made extensive use of Poisson bracket-relations between classical canonically
conjugate variables P1 and Q1; these take the form {P1, = {P1, = 0

= {Qj, (j, k = 1, 2,,..). Although the close parallel with the Heisenberg
relations is no accident and has been particularly strongly developed by Dirac,
it appears to be impossible to make precise or effective in a general way,
notwithstanding repeated attempts to do so. A key problem is the importance
in quantum mechanics that the energy be represented by an operator that is
bounded below (for the treatment of stable systems), but this is never the case
for the corresponding classical motion induced in the space of square integra-
ble functions over phase space, which space moreover is roughly twice the
size of the quantum mechanical Hilbert space. The phase space is often just
the cotangent bundle of the configuration space M that figures earlier in this
section, and so has twice the dimension. As first noted by Koopman (1931), a
classical motion induces a one-parameter group resembling the one-parameter
unitary group representing the quantum mechanical motion, but is quite dis-
tinct from it; at most ii may be possible to deduce the quantum mechanical
group by restriction of Koopman's group to a suitable invariant subspace. As
yet, however, this has been shown only in extremely limited cases, such as
that of the harmonic oscillator.

it is only in nonrelativistic theory that there is an invariant distinction be-
tween the P's and Q's—the "momenta" on the one hand and the "coordi-
nates" on the other. In relativistic theory a change of Lorentz framc mixes the
P's and Q's, and the full Weyl relations display symplectic invariance that is
lacking in the formulation in terms of canonical conjugate variables (or the
restricted Weyl relations).

The Weyl relations serve to suppress irrelevant pathology that is permitted
by the original loose formulation of the Heiscnberg relations (ci. Problems)
and have been shown by experience to be generally appropriate. The unitarity
of the Weyl operators, like the hermitian character of the canonical P's and
Q's, has been a universal assumption deriving from standard quantum phe-
nomenology and physically based on conservation of probability and stability
conceptions. However, unstable systems are the rule rather than exception,
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and nonunitary Weyl systems should perhaps not be excluded from consider-
ation.

Problems

I. Show that a finite-dimensional symplcctic vector space (L, A) is isomor-
phic to a symplectic space built over a given vector space M. (Two symplectic
vector spaces (L, A) and A') are isomorphic if there exists a linear isomor-
phism T of L onto L' as topological vector spaces such that A'(Tx, Ty) =
A(x. y) for all x and y in L.) An equivalent statement of the result is that there
exist coordinatesx1 Yb... in L such that

A(2, :') = — x,y).

2. Let (L, A) be a finite-dimensional symplectic space, and let W be a map-
ping from L to the unitary operators on a pre-Hilbert space K, satisfying the
Weyl relations. Show that (K, W) is a Weyl system if and only if W(iz) is a
continuous function of: R for every fixed z in L. (Hint: Show by induction
that if W satisfies the Weyl relations over (L, A), then for arbitrary in
L,

W(z1 +'..+ ;).)
'<A

3. Let M = R, let K = t,2(R); Q(O) = 0 and if a 0, let Q(a) be the
operator in K given by: f(x) —+ wf(x) on the domain of all f e K such that
xf(x) K; P(O) = 0 and if a 0, P(a) is given by:f(x) — iaf'(x), on the
domain of all absolutely continuous functions in K whose derivative is again
in K. Show that (K, P, Q) is a Heisenberg pair over the symplectic vector
space built over M.

4. Let L denote the space of real C" functions on the circle S. and define

A(f,g) = I f(O)dg(O);

topologize L algebraically. Show that (L, A) is not a symplectic vector space,
but becomes such when L is replaced by its quotient rnodulo the subspace of
constant functions, and A is replaced by the result of applying the given A to
the representative functions in the residue classes. Show also that this syrn-
plectic structure is invariant under the induced action of arbitrary diffeomor-
phisms on S'. where such a diffeomorphism I acts by sending f(p) into
1(1- p S.
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5. Let L dcnote the space of real solutions of the wave equation cp,, —
= 0 in R2 that have compact support at any fixed time. Let A denote the

= S — 4i(t,x)t9,p(t,x)]dx.
a) Show that this form is independent of t and defines a linear symplectic

structure on L in its algebraic topology.
b) A Lorcntz transformation I is defined as one preserving the form d12 —

dr2 It acts on solutions p of the wave equation by sending p(p) into
p(I '(p)). Show that this action does indeed carry a solution of the wave
equation into another solution, and that A is invariant under this action.

c) Show that the foregoing A is the unique one (within proportionality via a
real constant) that is Lorentz invariant and continuous in the topology of con-
vergence at any one time (and, by implication, at all times) in Here
and elsewhere, for any manifold M, is topologized by the convergence
of derivatives of every order (0, 1, 2,...) on some compact set inclusive of the
support of the limit. (Hint: cf. Poulsen, 1972.)

6. Show that there exists a map z W(z) from C to unitary operators on a
Hubert space K that satisfies the Weyl relations, but is not a Weyl system.
(Hint: let G denote the compact dual group to the discrete group Rd, consisting
of the reals under addition with the discrete topology. Let K = L2(G, m),
where m is Haar measure on G. Then Rd is canonically embedded in G, by
mappingx in Rd into the charactery—. of Rd. Let U(x) be the operatorf(u)

+ x), and let V(x) denote the opeartorf(u) fe K. Show that
the restricted Weyl relations are satisfied by the pair (U. V), but that the con-
tinuity required for a Weyl system is lacking.)

7. Let (L2(R), U, V) denote the Weyl pair for the one-dimensional Schrö-
dinger representation. Show that the linear subspace of all functions in
L2(0, oo) is invariant under P and Q, but that its closure is not invariant under
the associated Weyl system.

8. Let (L, A) be a symplectic vector space, and let G denote the set of all
pairs (z, a) with z L, and a R, with the multiplication law (:, a)(: a') =
(z + :a + a' + A(z.z')). Show thatGisatopological group (called the
Heisenberg group) and that any continuous unitary representation U such that
U(0, a) = e" I defines a Weyl system by the equation W(z) = U(:. 0). Show
conversely that every Weyl system arises in this way.

9. Let M be a C' manifold and m a C' nonvanishing form of maximal de-
gree; let K = L2(M, m). Let P denote the set of all C' vector fields that are
generators of' global continuous one-parameter groups of diffeomorphisms of
M, and Q the set of all C' functions on M. Define P(X) as the selfadjoint
generator of the unitarized action of in K, where X P, and Q(f) as the
operation of multiplication byfe Q. (If G is a group of measurable transfor-
mations on a measure space (M, m), its unitarized action on L2(M, m) is de-
fined as the unitary representation U of G given by the equation: =
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D(g '(x)), where D(g-') is the Radon-Nikodym derivative, or Jaco-
bian, of the transformed measure m1(E) = m(g '(E)) with respect to m.)
Show that if X P,f€ Q, then P(X) and Q(f) leave invariant the domain D
= and that their restrictions to D satisfy the relations (P(X), P(Y)] =
jP[X, YJ (where on the right side IX, YI denotes the commutator, or Lie
bracket, of X and Y), [P(X), Q(f)J = iQ(Xf), Q(f')I = 0. Apply
these results to euclidean space and obtain commutation relations for the cases
in which X or Y is an infInitesimal rotation or (as earlier) translation.

10. Give an example of a pair of selfadjoint operators p and q in Hubert
space that leave invariant a common dense domain D and satisfy the relations
[p. qju = — iu for u D, but which do not generate groups satisfying the
restricted Weyl relations. (Hint: consider the SchrOdingcr p and q, restricted
to the submanifold of functions satisfying periodic boundary conditions br
vanishing outside an interval, which is slightly more complex I. In "2(5'). e.g.,
take p as — icJ0, and q as multiplication by ft on the domain of functions
vanishing in some neighborhood of ft = 0, and compute the commutator

— — itq)

11. Let H denote an n-dimensional complex Hilbert space, n and let
K denote dg), where H' denotes H as a real euclidean space of dimen-
sion Zn and dg = e dx. For arbitrary z c H let W(z) denote the operator
on K:

f(u) — :) —

Show that (K, W) is a Weyl system over H, and that it is not irreducible. (Hint:
show that the subspace S of antiholomorphic functions on H that arc in K is a
closed invariant subspace.)

12. In problem 11, suppose n = 1, and represent H usC. Let the selfadjoint
generators of the groups W(t) and W( — ii), r€ R, be denoted as P and Q. Show
that 2 ± iQ) act on the space of antiholomorphic functions as multipli-
cation by — i2 and ä/ÔL respectively.

13. Show that the restriction to S of the Weyl system of Problem 11 is
irreducible.

1.3. Functional integration

The existence of a Weyl system over a finite-dimensional Hilbert space fol-
lows from either the Schrödinger representation or, in a somewhat more com-
plex way, from the particle representation on a Hilbert space of sequences
rather than functions, by exponentiation of a Heisenbcrg system. Neither of
these constructions applies to the case of an infinite-dimensional Hilbert
space. as formulated, but it will be seen that appropriate analogs can be de-
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veloped. This section begins the treatment of appropriate substitutes for Le-
besguc measure in the infinite-dimensional context.

There simply is no nontrivial measure on a Hubert space (or any Banach
space) of infinite dimension that is translation-invariant. There is however a
substitute that is unitarily invariant: in a Hubert space of large finite dimen-
sion, the unitary group is much larger than the translation group. so this sub-
stitute is relatively well suited to the expression of physical symmetries. For
short, we call it the ixonormal (probability) distribution in the Hubert space,
which, while quite effective, involves a serious technical problem, which im-
peded its recognition and development. Specifically, the corresponding mea-
sure in Hilbert space is not countably additive, which appears at first glance to
render conventional abstract Lebesgue integration theory inapplicable. But
there is an abstract measure space in the background which is roughly a direct
limit of the corresponding probability spaces over n-dimensional Hubert space
as n 00 (a notion that can in fact be made precise).

The most direct and succinct way to treat the generalized notion of integra-
tion needed is by an algebraic formulation that can be interpreted physically
as more operational than abstract Lebesgue integration theory, but consistent
with it. The formulation of modem probability theory by Kolmogorov (1933)
in terms of measure theory, the chief tenet being the axiom that a random
variable is a measurable function on a probability space, is effective techni-
cally but is less intuitive than the original approach of the Bernoullis and their
successors. This can now be precisely formulated and legitimized by the line
of representation theory due to Gelfand and Stone. In these terms, the random
variables are assumed simply to form an associative algebra on which a (par-
tially defined) expectation value function is given, satisfying the natural prop-
erties of positivity and normalization. In the presence of boundedness or rea-
sonable growth conditions, it follows from representation theory that this
concept of random variable is equivalent (in respects interpretable as observ-
able or operationally meaningful) to the Kolmogorov concept. But there is
little specificity to the measure space involved in this definition, and the ac-
(ions of physical symmetries on the points of the space are relatively implicit,
while the algebraic and group transformation properties of the random vari-
ables are rather explicit, and particularly effective technically in the case of
the isonomuil distribution on a Hilbert space.

The simplest functions on a Hilbcrt space are the coordinates x,. or
functionsf(x1 of a finite number of such (e.g., polynomials on l-lilbcrl
space, defined as such functions withfa polynomial in n numerical variables).
In the algebraic approach it is natural to begin with the assignment of an ex-
pectation value functional to the algebra of all such functions. The coordinates
are of course linear functionals over the Hilbert space, and this algebraic ap-
proach boils down to the self-consistent assignment of a random variable to
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each such linear functional. This is the essential idea of the treatment that
follows. Its invariance and operational features compensate quite adequately
for its abstraction relative to the classical Kolmogorov approach, and it is also
readily extendable to noncommuting generalized random variables such as
those that occur in connection with fermion fields.

DEFINITIoN. Given an arbitrary measure space P, a measurable on P is an
cquivalcnce class of complex-valued measurable functions on P modulo null
functions. Let L be a given locally convex topological vector space. A predis-
iribution in L is a linear mapping d from the dual L' of L to the measurables
on a probability measure space P. Two such predistributions d and d' are

equivalent in case the joint distribution of d(f1),... is the same as that
of d'(f1) d'(f,J, for every finite ordered setf1 of vectors in An
equivalence class of predistributions is a distribution. To avoid circumlocu-
tion, however, the term distribution will normally be used for both predistri-
butions and equivalence classes of such, since it will usually be clear from the
context, or on occasion immaterial, which concept is appropriate.

If T is a continuous linear transformation on L, and d is a distribution on L,
the transform of d by T, denoted dT, is defined by the predistribution d(T*x),
where d is a predistribution that represents d. Note that this is independent of
the choice of the representing predistribution. and that = (dT)s.

EXAMPLE 1.5. If L is finite-dimensional, then a distribution is tantamount
to a probability measure on L. On the one hand, given a regular such measure
in. any vectorf in L° represents a measurable functionf(x), x L, so that d(f)
= f(.) defines a predistribution. Conversely, given a predistribution, the cor-
responding probability measure in is definable on an arbitrary Bard subset B
of L by the equation m(B) = Pr[(d(f1), d(f2) B'I, where B' is the
subset of into which B is carried by the coordinate functions
corresponding to some basis of L.

When L is infinite-dimensional, a regular probability measure m on L de-
termines a distribution on L, just as in the finite-dimensional case. in general,
a distribution on L will not be of this form; in the special case that it is, it will
be called strict.

If L is a real Hilbert space, for example. it will be seen that given any
bounded positive selfadjoint operator Con L, there exists a unique distribution
d such that: i) d(x3) are jointly normally distributed for arbitrary

x,, (where L is being identified with its dual in the usual way): and ii)
for arbitrary x and in L, E(d(x)d(y)) = (Cx, y) and E(d(x)) = 0, where here
and henceforth E denotes expectation (i.e., integral with respect to the proba-
bility measure). This distribution, called the centered normal distribution of



covariance C, is strict if and only if the operator C is of trace class. If for
example C = cI, the distribution is called the isonormal distribution of vari-
ance parameter c on L. This distribution will be denoted by g,., where the
subscript c will be dropped when immaterial or clear from the context. The
isonormal distribution is invariant under arbitrary orthogonal transformations
U on L, in the sense that ge-' = g. However, it is by no means strict unless L
is finite-dimensional, in which case it corresponds to the Gaussian measure

= (2tc) where n is the dimension.
The existence of a distribution d having specified joint distributions for

for arbitrary finite sets of in L follows by a
counterpart to a theorem of Kolmogorov on the existence of stochastic pro-
cesses with preassigned joint distributions at arbitrary, finite sets of times.
This counterpart is as follows in the simple and central case in which M is a
real Hilbert space.

THEOREM 1.4. Suppose thatfor each finite-dimensionalsubspace F ofa real
Hubert space H there is given a predistribution with the property that if G
is a linear subspacc of F, then dFIG is equivalent to dG. Then there exists a
unique distribution d on H such that for every finite dimensional subspace F,
dlF is equivalent to dE.

In order to reduce this theorem to general representation theory. it
is convenient to make the

DEFINITION. Let L be a real topological vector space. A tame function on
L is one of the form F(x) = f(X1(x) wheref is a complex-valued
Borel function on and X1 X,, arc vectors in L* (n < 00). If A is any
linear subspacc of L* that contains ...., X,,, F is said to be based on A.

Referring now to the theorem, let A denote the collection of all bounded
tame functions on the given Hilbert space H. Noting that a tame function
based on a subspacc A is also based on any finite-dimensional subspace that
contains A, it follows that the product and sum of tame functions is again
tame. it follows in turn that the bounded tame functions on H form a *..algcbra
with F* defined as the complex conjugate ofF.

For any bounded tame function F based on the finite-dimensional subspace
N of H, the expectation EN is well defined (as the integral of F over R" with
respect to the probability measure on corresponding to df N). if N' is any
other finite-dimensional subspace on which F is based and which contains N.
then EN(F) = EN(F), since dN.IN is equivalent to dN. But it follows from this
that even if N' does not necessarily contain N. then still EN.(F) = EN(F), for
N and N' arc both contained in their finite-dimensional linear span N". so



EN.(F) = EN(F) and EN'(F) = EN.(F). Setting E(F) equal to EN(F) for any
finite-dimensional subspace N on which F is based, it follows that E is a well-
defined linear functional on A.

Observe next that the system (A, E, *) consisting of the algebra A, the linear
functional E, and the adjunction operator satisfies conditions characterizing
algebras of bounded random variables, apart from the essentially trivial pos-
sibility that E(1F12) may vanish for some class of functions F in A (which in
the usual measure-theoretic description of random variables are represented
by null functions).

Specifically, the system (A,E, *) forms a commutative integration algebra,
meaning that: i) E(F*) = E(F); ii) E(F*F) � 0; and iii) 1E(G*FG)I c(F)
E(GG), for all F and G in A, where c(F) is a positive F-dependent constant.
Conditions i) and ii) are obvious, and iii) is satisfied with c(F) taken as the
supremum of F.

It follows (SK, sec. 8.4) that there exists a probability measure space P and
a -preserving homomorphism of A into bounded measurable functions on
P (where the * on functions is defined throughout as the complex conjugate)
such that: i) is an isomorphism modulo the ideal of F A for which E(F*F)
= 0, for which are null functions; and ii) E(F) = where I
denotes the integral over P. The requisite mapping d can now be defined by
scuing d(X) equal to the unique measurable such that 4(F) = F(d(X1)

for the bounded tame functions F on an arbitrary finite-dimensional sub-
space F in H, on which are linear functionals. The existence of this
mapping d, which effectively serves to extend 'l. from the bounded tame func-
tions to arbitrary tame functions, which are in any event Bard functions of a
finite number of the follows by elementary functional analysis and is left
as an exercise. 0

EXAMPLE 1.6. Let H be a real Hilbert space, and C a bounded positive
selfadjoint operator on H; for arbitrary x, y H, let S(x. y) = (Cx, y). On any
finite-dimensional subspace F of H, there is a unique normal distribution of
vanishing mean and covariance form equal to SIF, say d,. This unicity implies
that if G is a finite-dimensional subspace of F, then dFIG is equivalent to di;.
It follows that there exists a unique distribution on H whose restriction to
any finite-dimensional subspacc is normal with the indicated mean and covan-
ance operator.

Theorem 1.4 is formulated for 1-lilbert space for simplicity: the argument
applies equally well to general cases. The argument also shows that the con-
cept of distribution on a given topological vector space L is equivalent to that
of a normalized positive linear functional Eon the algebra A(L) of all bounded
tame functions over L, having the property that IE(GFG)I S c(F) E(G*G)
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for all F and G in A(L). where c(F) is a finite and depends only on F. The
general case is more easily stated in terms of the latter concept of an algebra
equipped with an expectation-value form.

COROLLARY 1.4.1. Let E be a linear functional on the algebra A of all
bounded tame functions on the given real topological vector space L, having
the properties:

E(l) = 1, E(F*F)�o,

for arbitrary F and G in A, where c(F) is finite. There then exists a probability
measure space P and a predistribution d mapping L* to the measurables on
P with the following properties:

1) d extends to a *homomorphism (also denoted d)from A into the algebra
of all measurables on P. such that if F A has the form F(x) =

wheref is a Bore! function on W, then

d(F)

2) E(F) = I(d(F)), where I denotes the integral over P. Moreover, P can
be chosen so that d(A) is dense in every p [1, and the pair
(d, P) is then unique within isomorphism. More specifically, given two
such pairs (d, P) and (d', P'), there is an isomorphism a from the mea-
surables on P to the measurables on P' such that d'(F) = a(d(F)) for
every F A.

PROOF. This proof is similar to that for Theorem 1.4 and is left as an exer-
cise, with the remark that density of a of bounded functions in (p
< 00) of a probability measure space is equivalent to the property that the
minimal a-algebra of sets relative to which every member of the algebra is
measurable includes all measurable sets, apart from possible null sets. This
property guarantees uniqueness up to isomorphism of (d. P) and serves to
avoid redundancy in P. (Cf. Glossary, Stonc-Weierstrass Theorem for proba-
bility space.) U

A probabilistic concept familiar in the finite-dimensional case is extended
in the

DEFiNITION. If d is a distribution on the real topological space L. its char-
acteristic function is thc function on L*: 1i(X) =

Its characterization is similar to that in the finite-dimensional case:

COROLLARY I .4.2. A distribution is unique!)' determined by its character-
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islic function. A given function on L* is the characteristic function of a
distribution if and only if.•

I) is positive definite and = 1;

2) the restriction of to an arbitrary finite-dimensional subspace of L is
continuous.

PRooF. We recall that for to be positive definite means that
—

and a characteristic function. On the other hand, if
satisfies 1) and is continuous on the finite-dimensional subspace N of L*.

then by Bochner's theorem there exists a unique regular probability measure

11N on N* of which is the characteristic function. This in turn determines
an expectation form EN on the algebra of all bounded Borel functions of an
arbitrary basis X1 X,, for N, regarded as measurable functions with respect
to '1N• Now allowing N to vary, and forming the union of the algebras of
bounded tame functions for each N, yields the algebra A of all bounded tame
functions over L. It provides also a unique expectation value functional E
extending each EN, and satisfying the criteria for a distribution in Corollary
1.4. 1, with c(F) taken as the supremum of Fl. 0

CAVEAT. Some care is needed in the infinite-dimensional case in distin-
guishing between functions on the underlying space L, residue classes of tame
functions modulo the ideal J of all functions F for which = 0, and
elements of function spaces over the probability space P. This is a result of
the weakness of the distribution that may be in question, i.e., the lack of full
countable additivity. As a consequence of this, a vector in L2(P) need not be
representable by a function on L; the Riesz-Fischer theorem carries no such
implication. Conversely, simple operations on the functions on L do not nec-
essarily carry over to the residue classes mod J. For example. the induced
action on A of translations x x + a on L is well defined: F(x) F(x +
a). but is naturally extendable to the quotient A/i only iii is invariant under
such translations, which is in general not the case. In practice. an elaborate
notation is not required to eliminate confusion in these matters and will be
avoided, but on occasion it will be useful to use the notation 8 for the canonical
homomorphism from A to A/i. It is also useful to make the following defini-
tions:

DEFINITION. Let d be a predistribution in the vector space L. extended to a
-homomorphism from the algebra A of bounded tame functions on L to mea-

surables on P. Then the space of random variables in (L. d). denoted M(L. d).
is defined to be the smallest subspacc of the space of measurables on P con-
taining d(A) and closed under the operation of taking poincwise a.e. limits



of sequences. The subspace of random variables f for which E(lfIP) < is

denoted as d).
We leave as an exercise to check that if d and d' are equivalent predistribu-

tions on L, there is a unique sequentially continuous isomorphism a from
M(L, d) to M(L, d') such that a(d(F)) = d'(F) for all F A. Thus given a
distribution c on L, we may define the algebra of random variables in (L, e)
to be M(L, d) for any predistribution d representing c, and the dependence on
d is inessential. Similarly, we define e) to be d) for any predistri-
bution d representing e.

The following Scholium constructs (the easy) half of the Schrödingeror real
wave representation for distributions on an infinite-dimensional space.

SCHOLWM 1.1. For any distribution d on the real topological vector space
L, there exists a unique unitary representation V of the additive group of L*
on K = L2(L, d) such that V(A)o(F) = all bounded tame func-
tions F, and which is continuous in the algebraic topology on L. Moreover I
is a cyclic vector in Kfor V.

PROOF. It is straightforward to check that the mapping, say V0(X), that car-
ries 0(F) into where F A, is independent of the choice of represen-
tative for 0(F). in addition, V0(A) preserves the inner product in K
d), and V0(A)V0(A') = V0(A + A'). by easy arguments. Thus V0(A) has the
inverse V0( — A) and can be extended uniquely to a unitary operator V(X) on
the closure L2(L, d) of 0(A). It follows that Visa representation of the additive
group of L* on K. To demonstrate the continuity, it suffices to show that
V(?jw is a continuous function of A for a dense set of vectors w in K, for
example, the 0(A), in which case the requisite continuity follows by domi-
nated convergence.

To show that us a cyclic vector for the V(A). it suffices to show that the
span 0(A) in K. To this end it is adequate to treat the case in which A

ranges over a finite-dimensional subspace M of L* and A(M) is the corre-
sponding algebra of bounded tame functions, since the totality of the A(M) is
dense in K. Since this is a finite-dimensional question, 0 may be omitted. The
span of the V(X)l in the finite-dimensional case includes all functions on L of
the form dX, wheref is integrable. by a simple argument. and hence
all f(X:(x) where f denotes the Fourier transform of f. Such J arc
dense in the algebra of all continuous functions of x that vanish at infinity on

and hence in the algebra of continuous functions of compact support.
which in turn is dense in

Notions of the mean, variance, and continuity of distributions extend frorr
strict to general distributions, as in the



DEFINITIoN, lid is a distribution in L such that d(A) is integrable for all A
L, and if there exists a vector a L such that Etd(A)] = X(a) for all A
o is called the mean of the distribution d. If d(X) is square-integrable for all A
and if E(d(A)d(X')) = C(A, A'), the form C(',-) is called the covariance form
of the distribution. When L is a real Hilbcrt space, the covariance operator of
the distribution is an operator C such that C(X, A') = (CA, A'), with the usual
identification between L and L* in the Hubert space case. A boundeddistri-
bution on a Banach space B is a distribution d such that ld(X)112 where
c is a constant, and the notation 1. 0,, applied to a random variable indicates its
L,, norm. A continuous distribution is a distribution d on L that is continuous
from L* to random variables, relative to a given topology on the space of the
latter. For example, let H be a real Hilbert space and A a densely defined
operator in H with domain D. If A is positive and selfadjoint, an argument
given previously shows that there exists a normal distribution on D with mean
o and covariance operator A. If A and its inverse arc bounded, this distribution
is continuous in the L2-norm on random variables.

Problem.s

1. Evaluate the characteristic function of the normal distribution of mean 0
and covariance operator C, where C is bounded, positive, and selfadjoint.

2. Show that every vector a in the real Hilbert space H is the mean of a
unique normal distribution d whose restriction to each finite-dimensional sub-
space has centered covariance operator I, where the centered covariance op-
erator, say B, is defined by the equation

(Bx,y) = E1(d(x) — d(b))(d(y) — d(b))J,

where b is the mean of the restriction. Evaluate the characteristic function of
this distribution.

3. Evaluate the characteristic function of the normal distribution on the
given real Hubert space H of given mean in H and positive selfadjoint
bounded centered covariance.

4. Let H = L.,2(R). Let c, denote the characteristic function of the subset
10, iJ of R, let g denote the isonormal distribution of variance 1 on H, and set
x(i) = g(c,).

a) Show that for arbitrary positive <12 <..< the random variables
x(:,. ) — x(11) are stochastically independent (j = 0,1 n; 0). Show
also that for arbitrary positive t and x(t) — x(i') is normally distributed with
mean 0 and variance — i'I. (The stochastic process x(t) is thus equivalent to
Wiener Brownian motion.)

b) Show thatx(t) is a continuous function oft, in the L2-topology on random
variables. (A similar celebrated theorem of Wiener asserts that each x(1) can
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be represented by a measurable function x(t, .) on a measure space W, in such
a way that for almost all w,x(:, w) is a continuous function of I Icf., e.g.,
Doob, 1965].)

5. Show that a bounded distribution on a Hilbert space always has a mean
and a bounded covariance operator.

6. Let e1,e2,... denote a complete orthonormal set in the Hubert space H,
and let u1,u21... denote a sequence of independent measurables on a probabil-
ity measure space P with uniformly bounded second moments. Show that
there exists a bounded distribution Ion H such thatf(e1) = (j = 1,2,...).

7. A group of measure-preserving transformations on a probability measure
space is said to be ergodic if the only measurables that are left fixed by the
group are the constants. Show that the orthogonal group 0(11) of a real infi-
nite-dimensional Hilbert space H acts ergodically on the space of random var-
iables over (H, g), where g is the isonormal distribution. (This is in contrast
to the action of the orthogonal group on the isonormal distribution in the finite-
dimensional case, which is not at all ergodic. [Hint: 0(H) leaves invariant the
joint distributions of the n(x1) fl(Xm) for arbitraryx1 xm.] It follows that
to each T 0(H) there corresponds a *..algcbraic automorphism a(T) of the
algebra M(H, g) of all random variables, which moreover leaves invariant the
expectation. (This is the operational form of a measure-preserving transfor-
mation. Representation by a point transformation is superfluous: it can always
be attained by a suitable choice of P, cf. SK, but this is superfluous here.I If
there is a nontrivial invariant element of M(H, g). then there is an invariant
bounded such random variable, which can be approximated arbitrarily closely
by a vector in L2(H, g), which in turn can be approximated arbitrarily closely
in this space by a tame function. Now observe that 0(H) cannot leave any
such element of L2(H, g) invariant, for it can carry the function into one based
on an orthogonal subspacc.)

8. A tame subset S of a real topological vector space L is defined as one
whose characteristic function is tame. Show that for any distribution the
functional rn(S) = is additive on the ring of all tame subsets.

9. Show that in the case of the isonormal distribution in an infinite-dimen-
sional real Hubert space H, the associated finitely additive measure rn of Prob-
lem 8 is not countably additive. (Hint: let x be coordinates in H relative
to an orthonorma] basis, let be a sequence (ii = 1, 2,...) which is monotone
increasing to and consider the tame sets = {x: xf + + +
whose intersection is empty. Show that for suitable choice of is

hounded away from 0, using, for example, the central limit theorem)

10. Let n denote the integral j dI.t(c), where g, is the isonormal distri-

bution of variance c on H and is a probability measure on (0, Show
that n is invariant under 0(H). Are all orthogonally invariant distributions of
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this form for some Does 0(H) act ergodically on the space of random
variables over (H, n) if H is infinite-dimensional?

1.4. Quasi-invariant distributions

Although there is no nontrivial measure on an infinite-dimensional Banach
space that is invariant under all translations by vectors in the space, there exist
distributions that arc "quasi-invariant" in the sense that, roughly speaking,
the effect on them of such translation leaves their class of null sets intact. In a
finite-dimensional space this has a precise meaning, since distributions are
then strict, and implies that they are equivalent in the sense of absolute conti-
nuity to Lebesguc measure (Mackey, 1952). Equivalently, quasi-invariant dis-
tributions are the indefinite integrals of functions vanishing only on a Le-
besgue null set.

Quasi-invariant distributions play a central role in the extension of the
SchrOdinger representation to the infinite-dimensional case. Their structure is
much more complex than in the finite-dimensional case, and they are not at all
necessarily mutually absolutely continuous in any sense approximating the
usual one. This section begins the extension of the absolute continuity concept
to distributions and its application to the treatment of quasi-invariance.

DEFINITION. Let d and e be given distributions in the real topological vector
space L. For any distribution d in L, let 0,, denote the canonical homomor-
phism of the algebra A of all bounded tame functions on L modulo the ideal j
of null functions, for the distribution d (or simply 0 when d is clear from the
context). Then e is absolutely continuous with respect to d (symbolically,
e d) if there exists D LI(L, d) such that for all F A,

E,I0,(F)] = E,,lOd(F)DJ.

D is called the derivative of c with respect to d and is denoted D(e, d).

SCHOIJUM 1 .2. Ever,' element B of L,(L ,d) is the limit almost everywhere
of a sequence of the form where a A and the range of lies in the
essential range of B.

PROOF. For an arbitrary element u a L2(L, d), there exists a sequence
of tame functions such that u in L2(L, d). Taking a subsequence if
necessary. it may be assumed that —, u almost everywhere. 1ff is the
identity function on the essential range of u and takes the value c elsewhere on
C, where c lies in the essential range of a, then f is a Borel function and f
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._fo u almost everywhere; andf° = Od(f 0 whilefo ii =
u. El

SCHOLIUM 1.3. The derivative D(e, d) is unique and nonnegative.

PROOF. if Ed(OJ(F)D) = Ed(Od(F)D') for some then, choosing an appro-
priate sequence and using dominated convergence, it follows that Ed(BD) =
Ed(BD') for all B implying that D = If B is an arbitrary nonnegative
element of the same argument shows that � 0, showing that D �

EXAMPLE 1.7. Let R be a set, R a sigma-ring of subsets including R, and r
and s two probability measures on R, with s 4( r. Let d be a linear mapping
from the given topological vector space L* to the measurables on the proba-
bility measure space (R, R, r), and for any X in L*, let e(X) denote d(X) as a
measurable on the probability measure space (R, R, s). Then e is absolutely
continuous with respect to d in the foregoing sense, by the Radon-Nikodym
theorem.

The definition just made is further justified by

ScuoLluM 1 .4. Wit/i the above notation, e d if and only if e and d can
be simultaneously represented, within equivalence, in the form given in Ex-
ample 1.7.

PROOF. The "if" part has already been disposed of, so assume that c and d
are given predistributions over L such that e <K d. it is no essential loss of
generality to suppose that d is represented in the form given in Example 1.7.
Now let e' be the predistribution which carries an arbitrary clement X of L* into
d(X) as a measurable on (R. R, s) where s is the probability measure on (R. R)
given by ds = Ddr. IC) completethe proof it suffices to show that e' is equiv-
alent to e: this means that if b is any bounded Borel function of n real vari-
ables, then

f b(d(X1) d.c =

By hypothesis. the expression on the right equals

fb(d(X1) d(X,j)Ddr,

which is the same as the expression on the left. since ds = Ddr. U

DEFINITION. Iwo distributions d and e in a given real topological vector
space are equivalent in the sense of absolute continuity, or algebraically equiv-
alent, if c dand d <K e.
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A convenient criterion for weak equivalence in Hubert space terms is given
by

ScH0LIUM 1.5. In order that two given distributions d and e in a given real
topological vector space L be algebraically equivalent, it is necessary and
sufficient that there exist a (fixed) unitary transformation U from L2(d) onto
L2(e) which transforms the operation of multiplication by d(X) into that of
multiplication by e(X), for all X L°:

=

where denotes the selfadjoint operator in L2(d) consisting of multiplica.
lion by dOs), and is the similar operator on L2(e). Moreover, U is unique
if it is additionally required to be posiiivUy-preserving.

PROOF. Suppose first that d and e are algebraically equivalent. By virtue of
the absolute continuity of e with respect to d, they may be jointly represented
as in Example 1.7. Since d is absolutely continuous with respect to e, there
exists also an element D' of L1(e) such that

E for the probability measure on (R.R) such that dr' =
D'ds, then by the argument in the proof of Scholium 1.4, the predistribution
d' mapping X to d(X) as a measurable on (R, R, r') is equivalent to d. This
means that if I is any measurable function on (R, R) of the form

b is a bounded Borci function on R" and A.,, are arbitrary
in L°, then

ffdr' = ffdr.

Since thesef form a dense subset of both L1(r) and L(r'), it follows that r =
r'. HenceDD' = 1 a.e.*

In particular, D is invertible as a measurable, and the transfonnation U: f
D - "2f is unitary from L2(d) into L2(e). It is immediate that U has the re-

quired transformation property on the dense domain of functions f supported
by a set on which D and D 'are bounded. By a conventional approximation
argument this follows for all relcvantf in L2(d).

If. on the other hand, there exists a unitary operator U having the indicated
property. then by the unitary invariance of the operational calculus for com-
muting sclfadjoint operators.

=

b being an arbitrary bounded Borcl function and A., A.,, any finite subset of

The abbreviation "ac." means "almost everywhere' '—ic.. on a set ol measure zero.
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L*, where denotes the operation of multiplication by the measurable k. It
follows that if cz(T) denotes U - 'TU for any operator T in the maximal abelian

M(e) generated by the then a is a
of M(e) onto the corresponding algebra M(d) ford. Evidently, a is continuous
in the weak operator topology. It follows (SK, Schol. 6.5) that (a(T)l,
has the form (Tx,,y,) + -- + forsome finite set ofvectorsx,,y,

in L2(e). (Alternatively, the Radon-Nikodym theorem may be applied in
conjunction with the -isomorphisms of M(e) and M(d) with the La algebras
of probability measure spaces.) This means in particular that Ed(O(F)) =
E,(o(F)D) for all F€ A, where D = is an element of L,(e). By symme-
try, the same is true when d and e are interchanged, so they arc algebraically
equivalent.

It remains only to show the unicity of U when it is required to be positivity-
preserving; the existence of such a U is shown by the construction above. If
U, and U2 both have the required transformation property and are positivity-
preserving, then U, 'U2 commutes with all the M,,(d(x) but these gen-
erate a maximal abelian algebra of operators on L2(d), and hence Uj 'U2 is
itself a multiplication operator. Since it is positivity-prescrving as well as uni-
tary, it must be the identity. U

DEFINITION. The distribution d is called quasi-invariant in case for all a in
1. d is algebraically equivalent to the distribution defined by the equation

d,,(X) = d(X) + (a. X)

for all X L*. For such a process, the measurable D(d0, is called the
unitarizer for the transformation x x + a.

EXAMPLE 1 .8. If L is finite-dimensional, d is quasi-invariant if and only if
the corresponding probability measure m on L is quasi-invariant in the classi-
cal sense—that any translate m0 by a vector a in L has the same null sets as m,
in which case ni is equivalent to Lebesgue measure in the sense of absolute
continuity.

The relevance of quasi-invariant processes to Weyl systems is indicatcd by

THEOREM 1 .5. Let d be a given quasi-invariant distribution in the real to-
pological vector space L. algebraically ropologized. Then there exists a
unique Wevi pair (U. V. K) over the dual couple (L, L*), wit/i V and K as iii
Scholiurn I . I, and with U given as follows: 1fF is any tame function, and a is
arbitrary in L, then U(a)0(F) = 0(F0)G(a), where F11(x) F(x + a)for all x

L. and G(a) is the unitarizer for the transformation x x + a on L.

Observe first that 0(F0) is indeed determined by 0(F), precisely by
virtue of the quasi-invariance of d. To show this. it suffices by linearity to
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show that if 0(F) = 0, then 0(Fd) = 0. Now

EdIIod(Fj12J = = EdIIoJ(F)12 = 0.

it is easily verified that the transformation 1J0(a) defined on the tame mea-
surables in the indicated fashion is isometric, and so extends to a unique iso-
metric mapping U(a) from all of L2(d) into itself. Since U0(a
+ b) by the chain rule for differentiation, U(a)U(a) = U(a + b), from which
it follows that the U(a) are unitary. The restricted Weyl relation follows in a
similar fashion, by first checking it on the densc domain of bounded tame
measurables, and it remains only to establish the continuity of U(').

By virtue of the unitarity of the U(a). it suffices to show that (U(a)x. x') is
a continuous function for arbitrary fixed bounded tame measurables x and x
say x = 0(F) and x' = 0(F'). Let G denote a finite dimensional subspace of
L* on which F and F' are based. Let d0 denote the restriction of d to G. Then
d0 is again a quasi-invariant distribution in L/G1, and by Example 1.8 corre-
sponds to an absolutely continuous probability measure of nonvanishing den-
sity on

Now note that if e 4( d, so that EelOe(H)J with D L1(d) for
all bounded tame functions H, then for H restricted to be based on the linear
subspacc G of L*,

Ee(Oe(H)J = Ed(Od(H)D(;1,

where = D(eIG, diG). It follows that (U(a)x. x') = X')G, where
the subscript G indicates that the Hilbert space is involved. Thus it
suffices to establish the continuity in the case in which L is fInite-dimensional;
and in this case it is an easy variant of the classical result of Lebesgue, to the
effect that fw'If(x + a) — f(x)I2dx 0 as a—' 0 for anyf€ 0

COROLLARY 1.5.1. With the notation of Theorem / .5. there exists a repre-
sentation U of the additive group of L by unitary operators on K that is con-
linuous relative to each finite-dimensional suhspace of L. and satisfies the
restricted WevI relation with V('), if and only if d is quasi-invariant; and in
this case, U may be further restricted, and is then unique. by the requirement
that ii be positivity-preserving.

PRoOF. That d is necessarily quasi-invariant if U is of the indicated type
follows from Theorem 1.5. That the U(x) may all be chosen to be positivity-
preserving follows from the construction in the proof of Theorem 1.4. If U'(')
is another mapping from L to the unitaries on K having the same properties,
then for every x, U(x) 'U'(x) is a unitary opcrdtor which is both positivity-
preserving and commutes with all V(X); by the argument given earlier, it must
therefore be the identity. 0
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Problems

I. Show that there exists no translation-invariant distribution on a Banach
space. (Hint: reduce the problem to the finite-dimensional case.)

2. Calculate the unitarizcr of a Gaussian distribution with given covariance.
3. Show that a a-finite Borel measure on that is absolutely continuous

relative to its translates is mutually absolutely continuous with Lebesgue mea-
sure. (Hint: use the Fubini theorem.)

1.5 Absolute continuity

It has now been shown that for any given quasi-invariant distribution there
is a corresponding Weyl pair. This serves to show the existence of Weyl pairs
in the case when L is infinite-dimensional once quasi-invariant distributions
are obtained. On the other hand, the latter arc not so simple to come by as one
might naively anticipate. Indeed, in an infinite-dimensional Banach space
there are no quasi-invariant distributions that are strict. This means that one
has to use weak distributions, for which the criteria for absolute continuity.
and hence quasi-invariance, have to be developed.

Earlier on, Cameron and Martin (1944) proved that Wiener measure on the
space W of continuous real functions on [0, 11 vanishing at C) is quasi-invariant
relative to displacements by sufficiently smooth elements of W. Using this, a
corresponding Weyl system acting on L2(W) exists by Theorem 1.5. However,
this Weyl system lacks natural transformation properties relative to typical
physical symmetry groups. in this section we develop criteria for absolute
continuity that are adapted to quite general classes of Weyl systems. As a by-
product, the Cameron-Martin result follows in a maximally sharp form, ex-
emplifying the Hubert space character of the underlying theory. We first recall
the

DEFINITION. If P = (M, M, m) is a probability measure space with a-ring
M of measurable sets, and N is any sub-a-ring of M (always assumed inclu-
sive of 0 and M unless otherwise specified), the conditional expectation off€
L1(P) with respect to N, denoted on occasion as ElfiN I. is the unique measur-
able f' with respect to P = (M. N, ,nlN) such that for all bounded measur-
ablesgonP',Elfgi = Etf'g].

THEOREM 1.6. Let P = (M, M, m) be a probability measure space, and let
X A} be a directed system of sub-sigma-rings of M, with Mk C for

X � X', and such that M is generated by the union of the Then a given
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probability measure n on M is absolutely continuous with respect to m if and
only if

i) is absolutely continuous with respect to and
ii) denoting as D, the derivative of with respect to then is

convergent in L,(P).
When i) and ii) hold, dn/dm is the limit of D), in L,(P).

PROOF. Note first that 1ff is any integrable with respect to P. and if fA de-
notes the conditional expectation off with respect to then the net (fj is

L1-convergent tof. To show this it suffices, since conditional expectation is a
contraction, to establish the conclusion for a dense set of integrablesf. But all
integrables measurable with respect to some constitute such a dense set,

and the stated L1-convergence is trivially valid for any suchf. This establishes
the "only if" part of Theorem 1.6.

To prove the "if" part, let D denote the limit in L, of the net Now if
fis bounded and measurable with respect to some n(f) = for
X' � X, from which it follows on letting X' t, that n(f) = m(fD). Since any
bounded measurable I is the limit a.c. of a uniformly bounded sequence of
measurables with respect to the it follows in turn that ,,(f) m(fD) for
all bounded measurables f. Thus ii is absolutely continuous with respect to
m. E

COROLLARY 1.6. 1. Condition ii) of Theorem 1.6 is equivalten: to the con-
dition

ii') is convergent in L2(P).

PROOF. The inequality a — bI
a b shows that ii) implies ii'). On the other hand, from the rela-

tion a — bI = — + it follows via the Schwarz inequality that

If — gil, — g
with respect to m. But in this case If" + 2 and the stated equivalence
follows.

DEFiNITION. An indexed collection a X} of sub-a-rings of the mea-
sure ring of a probability measure space is stochastically independent in case
for every finite subset a, of and bounded measurablesf, f,, with
respect to M0, (respectively),

= E(f,)'-'E(f,j.

Terminology regarding infinite products will follow that of Titchmarsh
(1952), chapter 1, as extended to the case in which the index set is not neces-
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sarily countable, in a parallel fashion to the case of infinite sums treated in
SK. In particular, a product can converge only if its limit is nonvanishing.

COROLLARY 1.6.2. Let P = (M, M, m) be a probability measure space, and
let {N,,; a X} he an indexed collection of sub-sigma-rings of M, which gen-
erate M. and are stochastically independent both with respect to m and an-
other given probability measure n on M. Thenn 4( m if and only if nIN0
mIN,,, and the following product is convergent:

I]

where D0 = D(nIN,,,

PROOF. Let A denote the directed system consisting of the finite subsets of
ordered by inclusion, and the a-ring generated by the elements of the

N,, with a X; the hypotheses of Theorem 1.6 are then satisfied. Now, if X is

any finite subset of I, = mINe) by virtue of the
stochastic independence assumption. Thus it is necessary and sufficient for the
absolute continuity of n with respect to m, setting mINe) = that

flu — I] —* 0 in L,,(m) as X,X' 1.

The squared inner product in question here is easily evaluated as

2— 2{ H

(where denotes the symmetric difference). Thus it is necessary and suffi-
cient that

H

Noting that I by Schwarz's inequality, this is the same as requiring
that fl,, m(D,,":) be convergent. D

COROLLARY 1 .6.3. With the notation of Corollary 1.6.2, suppose that nINe
,nlN,,for all a. Then n m if and only if m n. (Thus absolute conhinuit

i'nplies equivalence.)

PROOF. The infinite product is unchanged when n and tu are interchanged,
since m(D,,":) = ,i(D,, "2) 0

Note that the condition that fla be convergent is easily seen to be
equivalent to the condition that (1 — be convergent (cf. Titch-
marsh).
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SciloLluM 1.6. The centered normal distribution in a real F-filbert space H
with given covariance operator B that is bounded and has bounded inverse is
quasi-invariwu.

PROOF. Note first that it suffices to consider the case of the isonormal pro-
cess with covariance parameter 1. For, suppose the conclusion has been at-
tained in this case. if d is the given centered process of covariance operator B,

e(x) =

then e is isonormal, so for any vector a H, there exists a unitary operator U
on L2(d) such that

= (x.a)l,

= + (x,B"a)I,

showing that d is quasi-invariant.
Now suppose that g is isonormal with variance parameter c = 1. Let {e0}

be an orthonormal basis in H; then the arc mutually stochastically inde-
pendent. If a is a fixed vector, it has the form a = a0e0. and by Corollary
1.6.2 there is quasi-invariance as stated if and only if the infinite product

[I f [{(23t)— exp( — ½(x + - cxp( — ½x2)}J": Lr

is convergent. The o-th factor in this product is cxp — , so the product

is convergent.

EXAMPLE 1.9. If e and dare weakly equivalent quasi-invariant distributions
on a real topological vector space L, it is not difficult to show that the associ-
ated Weyl systems (given by Theorem 1.5) are unitarily equivalent, via the
operation of multiplication by the square root of the derivative of the one dis-
tribution with respect to the other. (The details are left as an exercise.) Con-
versely. if these Weyl systems arc unitarily equivalent, then c and d must be
weakly equivalent by Scholium 1.5.

The preceding scholium shows the existence of Weyl systems over any real
Hilbert space algebraically retopologized (but this change in the topology will
soon be eliminated). It also shows the nonunicity of these Wcyl systems.
within unitary equivalence, in contrast with the unicity in the finite-dimen-
sional case established by the Stone—von Neumann Theorem. This is implied
by
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EXAMPLE 1.10. Let g denote the isonormal distribution of unit variance on
the real infinite-dimensional Hubert space H, and let a and a' denote any
positive constants. Then the distributions rig and a'g are weakly equivalent
only if a = a For, by Corollary 1.6.2, there is absolute continuity only if the
infinite product

fl f[ exp( ½x2/a'2)} exp( — ½x2/a2)} (IX
øtl

is convergent. The factors in this product are independent of a, so there is
convergence only if all the factors are 1, which a simple computation shows
is not the case unless cx = a'. (A byproduct of this observation is the result of
Cameron and Martin 119451 to the effect that the af(a>
0) on Wiener space is absolutely continuous only if a = 1.)

A useful extension of the earlier notion of characteristic function of a weak
process is given by the

DEFINITION. Let E be a state of a containing the operators W(z)
of a Weyl system W over L. The generating function of E relative to W is
defined as the function such that:

= EEW(z)], z€L.

EXAMPLE 1.11. If v is any unit vector in the representation space of W, the
generating function of the state it determines is li(z) = (W(z)v, v). If W is
associated with a quasi-invariant process as in Theorem 1.5 and v = I, the
designation of the state will ordinarily be omitted.

In the case in which L is built from a real Hilbert space H, the notation
will be used for an element of the direct sum HEJ)H.

THEOREM 1.7. The generating function of the Werl system associated via
Theorem 1.5 with the centered normal process of covariance operator B on
the real Hubert space H has the form

= cxp( — (13 - 'x. x)18 — (By, y)/2) (x, y E H).

PROOF. By the method of proof of Scholium 1.6. the proof reduces to that
for the case B = I. Now = U(x)V( so

= (V( —y)l, U( —x) I).

Here V( —y)l is O(e being a dummy variable; U( —x) is multi-
plication by the unitarizcr for the displacement a p—' a — x. The inner
product in question here is thus the expectation of the tame function
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!4U.x)), which is based on the at most 2-dimensional subspace spanned
by x andy. This is an elementary Gaussian integral which is readily evaluated
from the formula

f exp(vx — ½v2)dx = exp(½v2) (1.5)

asexp(½(—iy1 + ½xJ2 + ½(—iy2 + ½x2)2 — + .*j))intermsofthe
components of x and y in this space. The given expression for
follows. El

The case B = ½!, corresponding to unit variance for the complex random
variable x + iy, is the most symmetric one.

DEFINmON. if H is a given real Hilbert space, the normal Wry! pair over
H is the Weyl pair (K, U, V) given by Theorem 1.5 for the isonormal distil-
bution in H with variance parameter c = V2. The normal Wey! system over H
is the corresponding Weyl system (K, W).

COR0LLstRY 1.7.1. The generating function of the normal Wevl system (rel-
ative to the state vector 1) is

= exp( — ¼(1N12 + 11y112)).

PROOF. This follows from Theorem 1.7. 0

DEFINITIoN. if H is a real 1-lilbert space, its complexification is the complex
space H' of all pairs (x, y) with x, y H. with the complex structure and inner
product

i(x,y) = (—y,x)

((x,y), (xy')) = (x,x') + (v,y') + i((y,x') — (x.v')).

The normal Wry! system over H' is defined as that over H. lt will be seen that
for a given complex Hilbert space H. the various choices of real subspaces H'
such that H = HIC give rise to unitarily equivalent Weyl systems.

COROLLARY 1.7.2. The normal Weyl system over the complexifi cation Ht of
a real Hilben wace has the generating function

E(W(z)) = exp( —

and tlzc' system is continuous not on in
its Hilbert space topology.

PROOF. To show that W is continuous in the Hilbert topology, it suffices to
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show that (W(z)u, u') is a continuous function of z H' for u and u' in a dense
subset of the representation space K. Let D denote the algebraic span of the
W(z)l; since v is cyclic for W, D is dense in K. It sufficestherefore to show
that

(W(z)W(z1)1, W(z2) 1)

is a continuous function of z, and z2 being fixed. Employing the Weyl rela-
tions and the form of the generating function, this follows. 0

COROLLARY 1.7.3. A sufficient condition that there exist a Weyl system over
a given symplectic vector space (L, A) is that there exists a real positive defi-
nite symmetric bilinear form S on L such that

i) convergence in L implies convergence relative to the S-norm, =
S(x, and

ii) fA(x, c lixli

PRooF. Let L denote the completion of L with respect to S, and let K =
L2(g) where g is the isonormal distribution on L. For arbitrary z L and
bounded tame functionf on L, let W0(z)O(f) be defined as

U(z)e(f),

where U is as given in Theorem 1.5. Then W0(z) is isometric on a dense linear
subspace of L2(g), and so extends uniquely to an isometry W(z) on all of L2(g).

it is readily verified that for arbitrary z. z' L,

W0(z) W0(z') = W0(z + z'),

from which it follows that W satisfies the Weyl relations. In particular the W(z)
are unitary. To show that the map z W(z) is continuous from L to the
unitaries on K, it suffices to show continuity from L in!hc topology; this
follows from Corollary 1.6.1 and the continuity of A on L. 0

Problems

1. Prove the existence of the conditional expectation!' = illS) of an inte-
grablefof a probability measure space P = (R, R. r) with respect to a sub-a-
nngSofR. Show that

a) llf'll,, Ill IL forp = 1,2, or 00;

b)(f')' =1';
c) if g is a bounded measurable with respect to S. then (fg)' = f'g; and
d) if f is square-integrabic, thcnf' is the projection off onto the subspace

of L2(P) consisting of all the elements of L2(P) that are measurable with respect
to S.
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2. Let (Ri, (j 1,2,...) be a sequence of sets and a-rings of subsets

R1 of let and n, be countably-additive probability measurcs on that are
mutually absolutely continuous for all j. Show that the infinite product mea-
sures and are mutually absolutely continuous if and only if Ii f (ding

is convergent, where for absolutely continuous measures in and n, f(din
means f dn. (This result is due to Kakutani, 1948.)

3. Show that there are no quasi-invariant strict distributions in an infinite-
dimensional Banach space. (Cf. Feldman, 1966.)

1.6. IrreducIbility and ergodicity

The construction used in the proof of Corollary 1.7.3 does not result in an
irreducible Weyl system when L is finite-dimensional. The SchrOdingcr rep-
resentation is however irreducible. This section treats related aspects of irre-
ducibility and ergodicity.

DEFINITION. Let (M, M. in) be a given measure space; a nonsingular trans-
for,nalion T on this space is a mapping of M into M that carries null sets into
null sets, and whose induced action on the measure ring (of all measurable sets
modulo the null sets) is an automorphism. A set of such transformations is
called ergodic if their induced actions leave invariant no elements of the mea-
sure ring other than the images of 0 and M.

SCHOLIUM 1.7. Let G be a given group of nonsingular transformations on
thefinite measure space P = (M, M, in). Let U be the representation of G on
H = L2(P) given by the equation

U(a):f(x) '(x))

where m(a - 'E)for E M. Then G acts ergodically on P if and only
if the totality of the U(a) together with the totality of all multiplication oper-
ators Mk:f—+ kf(k is irreducible on H.

PROOF. It suffices to show the more general result that in any event, any
bounded linear operator on H that commutes with all U(a) and is of the
form Mh, where h is G-invariant; i.e., h(a'x) = h(x) a.e., for each a in G. If
h is invariant, then for any Borel subset B of C, h 1(B) is also invariant, so if
G acts ergodically it follows that Ii must be constant a.e.

Now a bounded linear operator A that commutes with all k is itself
of the form Mh for some 1. (ci SK). Noting that

U(a) U(a) -' = MA: = k(a 'x),
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for arbitrary k, it follows that MA commutes with all and U(a) if and only
if it is G-invariant. 0

SCHOLWM 1.8. Let P = (M, M, m) be a given finite measure space: let
be a generating net of sub-a-rings of M, such that C if X'; and
let G be a given group of nonsingular transformations on P. In order that G
be ergodic on P. it is sufficient that for every X, the subgroup

G which leave invariant, modulo null sets, and are such
that dm7 1dm is measurable with respect to M),, acts ergodicallv vii (M. Mi,.

m) (or its measure ring).

PRoor. Suppose that h is a G-invariant element of L(P), and let denote
its conditional expectation with respect to (M, m). This means that

=

for allf in L1(M, m). Applying T€

frhrfrdmi/dm = ° T ')fTdml/dm,

so that

fPhfTdmTldm =

Since is measurable with respect to and since T leaves in-
variant, the product is measurable with respect to and ranges
over LI(M. m) asf ranges over this same space. It follows that °

satisfies the defining equation for that is, is an invariant element of
L(M, in) under T, and hence under all of By the ergodicity of

h h a limit of constants
and hence itself constant. 0

DEFINITioN. A quasi-invariant distribution d is ergodicallv quasi-invariant
(or simply ergodic when the relevant transformation group is clearly that in-
duced from the vector translations in L) if there exists no nonconstant measur-
able K in L(d) such that

= MA.

for all x L, U(x) being as in Theorem 1.5.
This is the same as requiring that a model exists for d in which the d(x) are

measurabks on a probability measure space P, and in which the automor-
phisms of the measure ring of P induced from translations of L act ergodically
on the measure ring.

SCHOLIUM 1 .9. A normal distribution over a real hubert space with
bounded invertible covariance operator is ergodic.
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PRooF. By the argument given at the beginning of the proof of Scholium
1.6, it suffices to treat the case of the unit-variance isonormal process g on the
given real Hubert space H. if N is an arbitrary finite-dimensional subspace of
H, any vector displacement by an element a of N leaves N invariant. The
derivative g) is exp( — a) — ½ (a, a)) and so is a tame function
based on N. Consequently Scholium 1.8 implies that ergodic quasi-invariance
in question follows from the same result for the finite-dimensional restrictions
gIN of g. This finite-dimensional ergodicity is equivalent to the characteriza-
tion of Lebesgue measure as the unique translation-invariant regular measure
onR". 0

Thus irreducible Weyl systems exist over infinite-dimensional spaces, but
there is no unicity within unitary equivalence, unlike the finite-dimensional
situation. There is, however, a considerable degree of unicity in the theory,
which comes from essentially three different sources: (i) group invariance; (ii)
a positive spectrum condition; and (iii) phcnomenology. Aspects
of the first of these sources will be considered here, and the others later.

DEFINmON. A sympleclic group representation is a system (L, A, G, S)
where (L, A) is a symplectic vector space as earlier defined: G is a topological
group; and S is a continuous representation of G by invertible linear transfor-
mations on L leaving the form A invariant. It is a semirepresentation if, for
each element of G, A is either invariant or transformed into its negative.

EXAMPLE 1.12. Let H be a complex Hubert space. let A(x, y) = lm(x, y);
let G denote the group of all unitaries on H; and for U c G, let S((J) = U.
Then (H,A, G, S) is a symplectic group representation. If V is an antiunitary
operator on H, it transforms A into its negative; replacing G by the larger
group of all unitary or antiunitary operators on H, a semirepresentation is ob-
tained.

DEFINITION. The symplectic group on a symplectic vector space (L, A),
denoted Sp(L.A), is the group of all real-linear invertible continuous transfor-
mations on (L, A) that leave A invariant; the extended svmp!eclic group in-
cludes, in addition, those transforming A into its negative.

Given a symplectic group representation or semirepresentation (L, A, G, S),
a (G,S)-covarjant Weyl system over (L,A) is a triple (K, W, F'), where (K,
W) is a Weyl system over (L, A) as earlier, and F' is a continuous representa-
tion of G by unitary or antiunitary operators on K having the property that

= W(S(g)z)

for all g G and z e L. A vector v K such that lvii = I and r(g)v = v for
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all g is culled an invariant or equilibrium slate vector; and (K, W, F, v) is

called a G-covaria,u boson field over (L, A, G, S).

1.8. Let H be a given real Hilber: space, its complex ification,
G ihe group of all unitary and antiunitary operators on H'. and S(U) = Ufor
U G. There is a unique (G. S)-covariani Weyl system (K. W, F) over W,
such that (K. W) is the normal Weyl system over H'. and for all U G. T(U)l

PROOF. Note first that if any such covariant system exists at all, it is neces-
sarily unique by the irreducibility of the normal Weyl system. For if and
F2 both satisfy the conditions on F, then for z H', T2(U)W(z)F2(UY' =

It follows that 12(U) F1(U)' commutes with all the
W(z) and so must be a scalar Xl; but since Xv = v, X = I.

Now let U be an arbitrary unitary in G and define as the transforma-
tion in thc space K0, consisting of the algebraic span of the W(z)1, given by
the equation

F0(U): a,W(z,)l -+ a, W(Uzjl;

that this transformation is well defined, and in fact isometric, follows from the
computation

a,W(;)l, = —z1)W(z,)l, 1)

= > lm(z,,z1)/2) exp( —flz, — z,112/4);

the replacement of the z, by the U; does not affect the value of the last expres-
sion. Therefore 10(U) has a unique isometric extension from to all of K
denoted as 1(U). From the easily verified result that 10(U1)F0(U2) =
10(U1U2), it follows that the same is true of F, so that F is a representation.
To show that it is continuous, it suffices to show that (1(U)w, w') is a contin-
uous function of U, when w and w' range over a dense subset of K; e.g.. the
algebraic span of the W(z)l, and a slight modification of the computation just
made, shows this.

If U is antiunitary on G, let 10(U) be defined as the representation

cz,W(z,)l

then 1,,(U) is an antilinear isometric transformation, and an argument similar
to the foregoing shows that there is a unique antiunitary transformation 1(U)
on K extending F0(U). Now setting F for the extension of the mappings F
defined on the unitaries and antiunitaries separately to the full group, in which
the unitaries form a subgroup of index 2, the conclusion of the theorem fol-
lows. 0
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DERN1TION. Given a complex Hubert spacc H, a conjugation on H is a
conjugate-linear norm-preserving map x from H to itself such that x2 = 1. The
real subspace H,, is defined as the space of all vectors z H such that x =
such a subspace is called a real part of H.

For any conjugation x there is a natural isomorphism between H and the
complcxification of H,,, mapping the pair (x. y) in the complexification of H,,
to the vector x + iy H. Conversely, any orthonormal basis {e1} in H deter-
mines a conjugation x such that = and = — H,, is then the real
closed subspace spanned by the e,,.

COROLLARY 1.8.1. Let H be a given complex Hubert space, and let H1 and
be any two real parts of H. Then the normal Weyl system over H us the

complcx:fi cation of H1 is the same, within unitary equivalence, as that over H
as the complexifi cation of H2.

PROoF. If (W,, (i = 1, 2) are the two Weyl systems in question, the
mapping

W1(z)v1 I—) W2(z)v2,

where v1 and v2 denote the measurable 1 in K1 and K2 respectively, extends
uniquely to the required unitary equivalence, by the argument in the proof of
Theorem 1.8. D

DEFINITION. The normal Weyl system over a given complex Hilbert space
H is the system (K, W), unique within unitary equivalence, that is the normal
one over any real part of H. Thefree bosonfield over H is the system (K, W,
F, v), likewise unique within unitary equivalence, where (K, W) is the normal
system just defined, say over the real subspace H,,: v is the measurable I on
H,, and F is the representation given by Theorem 1.8. The representation F
will be called the free boson representation of the extended unitary group on
H, and the vector v will be called the vacuum vector.

1.7. The Fourier-Wiener transform

Having obtained the representation F of the extended unitary group. it is
natural to consider the questions of the more explicit appearance of this rep-
resentation and of its decomposition into irreducible constituents. To begin
with, the simplest nontrivial case will be considered; that in which the real
Hilbcrt space H is one-dimensional. Hcmay then be identified with C. relative
to the inner product (cx, f3) = c43. In this case, the decomposition of K under
the action of T(U(l)), where U(1) is the unitary group in I dimension, is
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equivalent to the expansion into Hermite functions in However, to de-
velop the infinite-dimensional theory, it is helpful to proceed along more in-
variant lines.

Let g denote the probability measure on

dg =

The isonormal distribution of variance 1/2 on the real subspace R of C is strict
and corresponds to the measure g. Consequently, for the normal Weyl system
over R, K = L2(R, g), while W is the system derived from the Weyl pair

U(x): F(u) i—+ F(u + x) — '/2(x4,

V(y): F(u) I—+ F(u)

The vacuum v is represented by the function identically 1 on R. The general
unitary operator U on H corresponds to the operator z —+ e'° z on C, 0 being a
fixed real number. The transformation can be given by a singular ker-
nel, i.e., in the form

f(x) I—> lim 5 y)f(y) dy,
r—'0

where K1(x, y) is explicitly computable; in a different form it was given, on a
formal basis, by Mehler about 100 years ago. More exactly, by Stone's theo-
rem, F(e'°) has the form f(e'°) = e'°" for some selfadjoint operator N (the
"harmonic oscillator Hamiltonian"); and is for 0 > 0 the integral oper-
ator with kemel

(1 — a2)'aexp[_(l — a2)' (a2(x2 + y2) — 2axy)],

where a = e°. On analytic continuation in 0, this gives the singular kernel
indicated. In the case 0 = however, the transformation is very familiar
in another form: r(i) is similar to the Fourier transform.

Specifically, the unitary transformation of multiplication by
exp( — '/2x2), from L2(R, g) onto L2(R), transforms 12(i) into the Fourier trans-
form and transforms the pair (U, V) into the pair (U0, given by the equa-
tions

U0(x):f(u) I—+f(u + x),

V0(y):f(u) F—* e"of(u).

The verification of this is left as an exercise.
The conventional Fourier transform on

f(x) 5

cannot be rigorously extended to the case of a Hilbert space (n — irrespec-
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the of how the constants involved may be adjusted. This may be ascribed,
intuitively speaking, to the absence of an invariant measure in Hubert space
relative to translations. One might conclude from this that there is no natural
extension of the Plancherel theory to the additive group of Hubert space, as is
perhaps to be expected in view of its not being locally compact, but this would
be too hasty. There is a quite natural theory, invariantly associated with any
given Hilbert space, with the properties: (a) it is essentially equivalent to the
Plancherel theory when the Hilbert space is finite-dimensional; and (b) it is in
a certain sense even more invariant than the Plancherel theory. This transforms
simply under the euclidean group and fairly simply under the general linear
group. But the theory attached to a real Hubert space is invariant not only
under the orthogonal group, but transforms simply under the unitary group on
the complexification. At the same time it extends and provides an invariant
reinterpretation of the transform in Wiener space previously developed by
Cameron and Martin.

In order to motivate the 'Fourier-Wiener" (or "Wiener") transform, as the
rigorous counterpart to the Fourier-Plancherel transform in infinitely many di-
mensions will be called, consider how the Fourier transform appears when
euclidean measure is replaced by the Gaussian measure dg = (23w)

in If T denotes the Fourier transform on L2(R"), scaled as fol-
(4,tY"2 S dy; and if Z denotes the unitary transformation

1(x) —*f(x)

from L2(W, g) onto L2(R"), then F = Z 'TZ is the operator on g) which
corresponds to the Fourier transform on L2(R"). it is not difficult to compute
the action of the operator F on sufficiently simple functions, e.g., polynomi-
als. The result is that for any polynomial p on R", Fp is the function

P(y) = f + iy) dg(x)

(the proof is left as an exercise). Observing that the form of this transformation
is independent of the dimension n (and also of the "variance" parameter c),
it is natural to consider the possible extension of the transform to the case of
an infinite-dimensional Hilbert space.

To facilitate the statement of a formal result to this effect, note that if f is a
complex polynomial on a real Banach space B, that is, a conventional poly-
nomial in a finite number of linear functionals on the space, then it has a
unique extension to the complexification of the space that is holomorphic as a
function on a complex space; thus f(x + iy) makes good sense for x,y B
whenf is a polynomial, although for a general tame function it is not defined.

THEOREM 1.9. Let H be a given real Hubert space. and let P denote the
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algebra of all (complex-valued) polynomials over H. Let F0 denote the map-
ping from P to P given by the equation

F0p = F; P(y) = + iy)dg(x),

where g is the isonormal process over H with variance parameter c > 0. Then
i) F0 extends uniquely to a unitary transformation F on all of L2(g), the Wiener

Transform; and ii) F0 is onto P and has the inverse

F0-1P = p: p(y) = — iy)dg(x).

PRooF. It should be noted first of all that any polynomial on a Hubert space
actually lies in L2(g) as a tame measurable. The algebra 6(P) is thus contained
in L2(g). Moreover, since P contains all linear functionals, 0(P) is measure-
theoretically separating (i.e., the minimal a-ring with respect to which all el-
ements of 6(P) are measurable includes all measurable sets, modulo null sets).
If the elements of 0(P) were bounded, this would imply the density of 0(P) in
L2(g), by a result described earlier; however they are unbounded, and in gen-
eral it is false (even in the simple case of a polynomial algebra on R) that a
measure-theoretically separating subalgebra of L2 of a finite measure space is
dense in L2. It is nevertheless true that 0(P) is dense in L2(g); this is an infinite-
dimensional generalization of the density of the Hermite functions in L2(R).
This follows from the following result (which is best possible of its type, as
shown by examples in the theory of moments).

LEMMA 1.9.1. Let A be an algebra of measurables on a finite measure
space M, which is measure-theoretically separating, contains the identity
function I, and has a set of (algebraic) generators G all of which are such
that e111€ L,,(M)for alIp < Then A is dense in

PROOF. Suppose K is orthogonal to every element of A. 1ff1 f, are
among the given set G of generators of A, which it is no essential loss of
generality to assume to be real, then

= 0

for all nonnegative integers n, (andf° is defined as 1). Multiplying by
summing. and using dominated convergence—

noting that exp[1a111f11 + + L1 by Hälder's inequality and the as-
sumption that each I) is in all L,, forp follows that

fexpli(a1f1 + .'. + K = 0.

Setting F(b b,) for the integral of over the set A = {x M: f1(x) <
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• f,(x) <b,}, it follows from the general transformation properties of the
integrals that

+''+ a,b,)J dF(b, ,...,b,) = 0.

By the unicity theorem for Fourier-Stiehjes transforms, F vanishes identically.
Thus f,J? = 0 for all sets A of the indicated type. By the measure-theoretical
separation hypothesis, these generate the full ring of all measurable sets, mod-
ulo null sets; it follows that SAK = 0 for all measurable sets A, so that K =

D

PROOF OF THEOREM 1.9. There is no difficulty in verifying that F0 is a linear
map from P to P. To show that F0is an isometry, it suffices to show that
= EEPQI, where P = F0p and Q = F0q, for p and q ranging over a set D
that spans P (linearly); in particular, for the set of all functions p of the form
p(x) = (x, e, being an arbitrary finite orthogonal subset
of H, and the n, being nonnegative integers. By linearity, it is no essential loss
of generality to take the orthonormal sets relative to which p and q have mo-
nomial expressions of the indicated type to be the same, so that p(x) = h1(x)mi

...h,(xy"r, q(x) = where = (x, e'). Now denoting the
expectation of a polynomial in two variables x and y ranging over H with
respect to the variable x as it follows from the stochastic independence of
the h1 that

P(y) = E5[h1(2":x + iy)mIJ. + iv)mrI,

and that is given by a similar expression. Using stochastic independence
again, it results that

ETPQI = + — jy)fi)J...

+ iy)mr) —

Noting that

=

it follows that it suffices to show that

+ — = E11h,(x)m,4f,I.

Since all the functions involved in the last equation are tame functions based
on the one-dimensional subspacc spanned by the validity of the equation
reduces to the equality of two integrals over a one-dimensional space: more
specifically to the question of the validity of the equations involving two in-
dependently (identically) distributed normal random variables x and y with
zero mean and variance parameter c,
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=

E denotcs expectation. To establish equations 1.6, it suffices to show
that the products of either side with s"r/m!n!, summed over m and ii = 0, 1,

are finite and equal for all real s and z. Using dominated convergence, there
is obtained in this way on the left side the expression

+ 1)x — x2/2cJd.r;

and on the right side the expression

ff5 + iy) + — iy) — (x2 + y2 + u2)/2cld.xdydu.

These Gaussian integrals are easily evaluated using the formula 1.5, and arc
equal, concluding the proof that F0is isometric.

That F0 is onto* follows once the expression for is established. By an
argument similar to that used in the preceding paragraph, it suffices to obtain
the expression for the functionals p(x) = r' on a one-dimensional space. Thus
it suffices to show that if P(y) = + then y" = — iy)).
Now

— iy))= + y +

so that the required equation can be expressed as

y" = (2w)' ff(2'/iu + y + + x2)/2c)d.rdu(n = 0, 1,...).

To verify these, it suffices to show that after multiplication of either side by
s"In! and summation overn = 0, 1 the same function of s ER is obtained.
This follows by dominated convergence and the evaluation of simple Gaussian
integrals. Noting that Lemma 1.9.1 shows that P is dense in L2(g), the proof
of Theorem 1.9 is complete. LI

Problems

1. Stieltjcs shows that there exist distinct probability distributions on R hav-
ing the same moments. Use this to show that there exists a measure-theoreti-
cally separating subalgebra of L2 of a finite measure space that is not dense in

2. Prove Mehlcr's formula by the generating function technique of the pre-
ceding section.

* A mapping is woo (also known as surjcctivc or exhaustive) if every member of its a priori
range is the imagc of sonic point in its domain.
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3. Lctf be an arbitrary real function in H' = L2(R), let n be the isonormal
distribution on H', and sety(t) = n(f), whercf,(x) = f(x + 1). Show thaty(i)
is a stationary Gaussian stochastic process, determine its autocovariance func-
tion p(i) = E(y(s)y(s + 1)), and show that p is the Fourier transform of an L1
function.

4. Show conversely that any stationary Gaussian stochastic process whose
autocovariance function is the Fourier transform of an L1 function is of the
form given in problem 3.

1.8. The structure of F and wave-particle duality

In formulating a simple structure theorem giving the reduction into irreduc-
ible components of the normal boson field representation ['of the unitary
group, some aspects of tensor products of Hubert spaces arc needed. The basic
concept will be assumed known. ln the case of identical Hilbert spaces, there
is. as is straightforward to verify, a canonical unitary representation R of the
group of permutations of 2 n}, on the n-fold tensor product

H with itself, uniquely determined
by the condition

R(a): I—) xd— '® - I,,,,.

The elements of W are called covariani n-tensors over H. The elements u of
such that R(a)u = a (rcsp. R(a)u = sgn(a)u) for all a are called

symmetric (resp. antisymmetric). The set of all symmetric elements of W is a
closed linear subspace it is spanned. as a Hilbert space, by the symmetric
tensors of the form . 'Øx, having identical factors.

If T is a given operator on H. the tensor product (the uniquely
determined bounded linear trdnsformation on H" that carries . into

will be denoted as T is a represen-
tation of the general linear group on H into the general linear group on H". It
is easily verified that R(a) and Q,,(T) commute for all a E and T GL(H).
showing that leaves invariant the subspace of all symmetric and all an-
tisymmerric n-tensors. The transformation will be denoted as
thus is a representation of GL(H) on the space of all symmetric n-tensors
over H.

When H is finite-dimensional. it was shown by Schur that the only bounded
lincar operators on H" commuting with all arc the linear combinations
of the Ra); from this it follows that the irreducibly invariant subspaces of H"
under are those of the form PH". where P is a minimal projection in the
algebra of linear combinations of the R(a). This algebra is a homomorphic
image of the "group algebraS' of and the irreducible constituents of H"
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under Q, can be read off from Young's determination of the irreducible rep-
resentations of 5,. These results can be extended to the case when H is infinite-
dimensional, but we treat here only the symmetric (and in Chapter 2 the anti-
symmetric) subspace involved in physical quantum field theory.

It will be convenient to define the space H° (resp. K0) of all 0-tensors (resp.
all symmetric 0-tensors) as C, relative to the inner product: (a, [3) = and
to define r0(U) to be the identity map on C if U is unitary, and cpmplex
conjugation if U is antiunitary. The Hilbert space direct sum K' = ® K, of
the spaces of all symmetric covariant tensors over the given complex Hubert
space H—of all ranks n = 0, 1, . . . —will be called the (Hilbert) space of all
(covariant) symmetric tensors over H, and may be denoted as e". If U is uni-
tary (or antiunitary) on H, the direct sum F'(U) of the r',(U) (n = 0, 1,...)
is unitary (or antiunitary) on K'. Evidently r' is a representation of the ex-
tended unitary group on H. Each is continuous both in the uniform and
strong operator topologies; however, is continuous only in the strong
operator topology.

For any x H, (left) tensor multiplication by x, as an operator on H', is the
unique bounded linear transformation from H' to that carries x1®. .

into for arbitrary x1 x, in H. For any n, the symmetrization
(resp. antisymmetrization) operator S (resp. A) on H' is defined to be the pro-
jection onto the space of symmetric (resp. antisymmetric) tensors. These op-
erators are determined by

= I/n!

x tensor multi-
plication by symmetrization. Note that symmetrized multiplication by x in H
gives the same result whether left or right multiplication by x is used.

The complex-linearity of the underlying Hilbert space makes possible the
introduction of creation and annihilation operators, which are algebraically
quite convenient and much used in physical practice. If W is a Weyl system
over the complex inner product space H, and is the associated Heisenberg
system, the creation operator C(z) for an element z of H is defined as

2"2(4(z) — i4(iz));

the annihilation operator C*(z) as

2"44(z) +
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ScHOLIuM 1.10. For anyz H. C(z) and Ct (z) exist, are closed and densely
defined, and satisfy the relations

C(az) = a C(z), C*(az) = a C*(z)

for arbitrary nonzero a C. For any z H, C(z) and Ct(z) are mutually
adjoint on For arbitrary z and z' in H,

[C(z), C*(z')]u = —(z, z')u

for all ufor which the left side is defined.

PROOF. This follows from Theorem 1.1; details are left as an exercise. D

In the statement of Theorem 1.10, primes are introduced to differentiate
between the two Hubert spaces K and the two representations F introduced in
connection with integration in Hubert space on the one hand, and tensor
spaces on the other. As a result of the theorem, however, the primed and un-
primed structures are seen to be unitarily equivalent, with the effect that the
primes may be dropped and the coincident notations justified.

THEOREM 1.10. Let H be a given complex Hilbert space, and let (K, W,

F, v) denote the free boson field over H. Let K' denote the Ililbert space
= ED K,. For any unitary or antiunitary operator U on H, let F'(U) denote

the direct sum of the operators F,(U) on K,, where F,(U) is the restriction to

K,of the n-fold product '®U (n = 0, 1,...). Let v' denote the 0-tensor

I. Then there exists a unique unitary operator T from K' onto K with the

properties

1) T'F(U)T =

2) Tv' =
3) if C(z) is the creation operator for z corresponding to the normal Weyl

system, then T— 'C(z)T is the closed direct sum of the operators (n + 1)"i
times symmetrized tensor multiplication by z, acting on K,.

PROOF. The unicity of Twill follow from the irreducibility of W. The exis-
tence of T will be shown by an explicit construction. To this end and for later
purposes some further aspects of tensor algebra over Hilbert space are noted.

Let H be a given complex Hilbert space. If u = ED u, with ii, in H', and if
U, vanishes for all sufficiently large n, then u is said to be of finite rank k,
where k is the maximal index n such that ii, 0 (0 is of rank — if all u,
= 0 except when n = k, u is called a pure tensor of rank k. If u and ii' are
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tensors of finite rank their product u®u' is defined as the tensor where

W,, =

SciloLluM 1. 12. The tensors offinite rank over a given Hubert space form
an associative algebra with unit over C, and multiplication is continuous, rel-
ative to any subset of bounded rank.

The proof is left as an exercise. 0

DEFINiTION. The symmetric (resp. antisymmetric) product of two tensors of
finite rank is defined as their ordinary product, followed by symmetrization
(rcsp. antisymmetrization). This result is the same as the projection of the
product on the subspace of all symmetric (resp. antisymmetric) tensors, where
the tensor u is said to be symmetric (resp. an:isymmetric) if each of its com-
ponents is such. The symmetric product will be denoted by the symbol V and
the antisymmetric product by the symbol A.

SCHOLILJM 1.13. The symmetric (resp. an:isymmetric) tensors offinize rank
over a given Hubert space H form an associative algebra with unit over C:
relative to symmetric (resp. anhisymmetric) multiplication.

The .symmelric algebra is commutative. In the anlisvmmetric algebra xAy
= — yAx for arbitrary x, y H.

PRooF. Left as an exercise.

The multiplication of tensors can be extended to be continuous when only
one of the tensors is of finite rank, or to put it another way:

ScIIouuM 1. 14. The set of all tensors over H (resp. symmetric or antisym-
metric tensors) form an associative left and right module over the algebra of
tensors of finite rank (rcsp. symmetric or antis mmetric tensors) in a unique
fashion extending the earlier defined multiplication so that multiplication is
join liv continuous in the two factors, when the factor offinite rank is restricted
to have bounded rank.

PRool:. Straightforward and again left as an exercise. 0

An algebraic tensor over H is defined as a tensor u of finite rank such that
u, where 'aig" indicates the algebraic tensor product. It is evident
that the set of all algebraic tensors is a subalgebra in the algebra of all tensors
of finite rank, and is dense in the full tensor algebra (and the same is true with
symmetric or anhisymmetric restrictions). In the symmetric case, the algebra
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of all algebraic tensors is identifiable as follows, where the notation s" indi-
cates the n-fold product xvx\j" 'Vx.

ScHOLIUM 1.15. Let H denote the complexification of the real Hubert space
and for any algebraic symmetric tensor u over H, lelfM denote the func-

tional on = (un, x"). Then the mapping M: u is an algebraic
isomorphism of the algebra of all algebraic symmetric tensors over H onto the
algebra of all polynomials over H,,, and is the unique such isomorphism that
carries any element x into the corresponding linear function on H,,.

PROOF. This is for the most part a well-known algebraic fact. The proof is
again left as an exercise. C]

The gist of the next lemma is the existence of the operator T on a dense
domain.

LEMMA 1.10. 1. Let P' denote the set of all algebraic symmetric tensors.
For arbitrary C> Ole: the linear operator on P that divides a tensor
of rank n by Then the map T1, = FCMZr, where denotes the
Wiener transform for the isonorma! distribution of variance parameter c. is
isometric into L1(H,,, where denotes the isonormal distribution of vari-
ance parameter 2c. and extends uniquely to a unitary transformation from K'
onto L2(H,,,

PROOF. Note that the Wiener transform is involved here with respect to the
isonormal process whose variance is half that of the process with respect to
which the cited L2-space is formed; it would be impossible to have the same
variance in both cases, for the Wiener transform is then unitary. while the
factor MZ, is not. Note also that although the Wiener transform has no
meaning in the entire space L2(H,,, it is well defined on polynomials, and
maps into polynomials, which are in all the spaces L2(HX, for arbitrary k.

To establish the lemma it suffices to show that the operator T0 = FCMZ.
carries an orthonormal basis for P' into an orthonormal basis for L2(H,,, g2).
which may be denoted here as K. To this end. let be an indexed ortho-
normal basis for H,,, where A varies over the index set A: let n(-) denote an
arbitrary function from A to the nonnegative integers, having the property that
n(X) = 0 except for at most finitely many A: and let N denote the set of all
such functions n(.). For each n(S) N, let x,,, denote the polynomial in the
symmetric algebra basis vectors C)• having zero expo-
nents arc defined as I, and so may be deleted; and n = The elements

span P algebraically, by an essentially finite-dimensional argument. They
are also orthonormal. To see this, note that for arbitrary v YA Ifl H.
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(XIV'••VXA,YlV••'VYA) =

=

= 1/k!

= 1/k!

Applying this computation to the case in which the x, and y, are elements of
the orthonormal basis it follows that is orthogonal to unless

n(') = n'('), and that = (n!) 1 = 1.

Thus, to establish the lemma, it suffices to show that the are orthog-
onal and span K (topologically). The latter follows from (1) the fact that if p(x)
is any polynomial on H, in the inner products (x, e)), then p = T0u, where a
is the algebraic element 'M 'F, 1p of K'; and (ii) the observation that poly-
nomials over H, in the inner products with the elements of a fixed orthonormal
set are dense in L2(H,I, g), by the same argument as in the case of all poly-
nomials. It is only necessary to observe that the subalgebra in question is mea-
sure-theoretically separating. The linear functionals (x, a), a being arbitrary in
H,, are separating. If a, O((x, an)) — O((x, a)) in so the (x, a) are
separating when a ranges over a dense set, and hence also if a ranges over any
orthonormal set, such as the

To show that the T0x,1.1 are note that T0x,,(.) is the polynomial
where is the polynomial on H,: pxj(x) = (x, where

= If! with the convention that pxo(X) is defined as being identi-
cally I for all X. The Wiener transform (of any variance parameter) carries a
product of polynomials based on orthogonal subspaccs into the product of their
Wiener transforms by inspection of the definition and the stochastic indepen-
dence of polynomials based on orthogonal subspaces. Thus =

showing that it suffices to show that the form an or-
thonormal set in K as X and n(.) vary, or simply that the are such for
any fixed as j varies. The latter polynomials are based on the one-dimen-
sional subspacc spanned by so the problem reduces to the treatment of the
case in which H, is one-dimensional.

It is sufficient therefore to show that if I-I, is R with the inner product (a, b)
= ab, and if p1(x) = then the F1.p1 are orthonormal in L2(R, where

= (2rrc) - " cxp( — x2/2c) th.

To this end, the expression

silk/If! k! r,(2c)
j.k—O
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can be evaluated by dominated convergence as (F,e", Fe') (all inner products
being in L2(R, and x being a dummy variable). This is readily evaluated

in turn as = (2cst)'/j!, implying the stated orthonormality.

DEFINITION. For arbitrary z H, denotes the linear operator in K'
with domain P' consisting of the algebraic symmetric tensors, such that if u
P and ifuis pureof rank n, then

= (n +

is defined by the equation

=

2 that
is bounded from the algebraic n-tensors to the algebraic (n + 1)-censors.

is consequently bounded from the algebraic (n + 1)-tensors to the al-
gebraic u-tensors, and in particular its domain contains P'; thus has do-
main P'.)

For x e H,,, is denoted as and — as thus
= +

If W is an arbitrary Weyl system over the complex inner product space H,
with associated Heisenberg system 4), then relative to a given real subspace
H, corresponding to a conjugation x on H, P() and Q(') are defined as follows:
for arbitrary x E H,, P(x) = 4)(x) and Q(x) = — 4)(ix). In the case of the free
boson field, the restrictions of 4)(z), P(x), and Q(x) to the polynomial algebra
P will be denoted as 4)0(z), P0(x), and Q0(x) (resp.).

LEMMA 1.10.2. Let h be a real measurable function on a measure space M,
and let E denote a dense subset of L2(M) such that hf€ Efor allf€ E. If
e L2(M)for all sufficiently small > 0 and 1€ E, iheu, the hf in
L2(M) is essentially selfadjoint in E.

PROOF. Otherwise there would exist a nonzero clement g in such that
either(hf+ = Oforallf€E,or(hf— = Oforallf€E. The
following argument applies in either case (for specificity, suppose (hf — if, g)
= Oforallf€E):definingh°as l,(hAf',g) = i&(f.g)fork = 0.1 sothat

> (hAf,g)(ic)AIk! = (f.;:)
A—U A—U

The assumption that L2(M) for all f€ E validates the interchange of
summation and integration, and it results that
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=

Since E is dense, this equation must hold for allf€ L2(M). It follows that etthj
= ecj almost everywhere, for all sufficiently small positive €. It follows in
tum that iii + I vanishes a.e. on the set where g is nonzero; as h is real valued,
this set must be of measure zero, i.e., g = 0. S

LEMMA 1.10.3. Let x be arbitrary in and let {eJ be any maximal or-
thonormal set in H3,; the restrictions of 4(x) and of 4(ix) to the algebra of all
polynomials p(y) on H,, in the inner products (y, 4 and (y. ex) are then essen-
tially selfadjoint.

PROOF. The algebra in question is dense in K, and invariant under
4 within a constant factor. Furthermore, edl(Yx)I

is in L,,(H,,, g) for all p C oo, where g denotes the isonormal distribution on
H,,, since (x, y) may be identified with a normally distributed random variable.
Consequently, Lemma 1.10.2 is applicable and shows that the indicated re-
striction of is essentially selfadjoint. Since the cited algebra is invariant
under the Wiener transform, and this carries 4(x) into 4(ix), the indicated
restriction of 4(x) is also essentially selfadjoint. 0

LEMMA 1.10.4. T0 transforms and into P0(x) and Q0(x) respec-
tively, for allx H,,.

PROOF. Consider first the case of Q0(x); it is to be shown that 'Q0(x) T0u
= for every x H,, and algebraic symmetric tensor u. Choosing a
maximal orthononnal set {eJ in H,, which contains a nonzero multiple of x
and such that u is a finite linear combination of symmetric products of the ex,
it follows that it suffices to show that

'Q0(x)T0 =

for all as involved in the proof of Lemma 1.10.1, where x = e1, for some
fixed It is readily computed that

= (n(p.) + l)"2xfl.(., —

where n'(X) = n(X) + and n"(X) = n(X) — with the convention that
= Oifn(X)C0foranyX. Thus

2"z i 7'9 Xn(.)

= (n(R) + —

= (nQi.) + 1)1/i flXlrflX)(c)

— (nW))"2
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On the other hand, the formula

= expl(c/2)s2 + is(',x')] (1.7)

is obtainable by dominated convergence and the evaluation of a Gaussian in-
tegral, x' being arbitrary in H,<. Differentiation with respect to s and compari-
son of coefficients yields the equation

= —

(n = 0, 1, 2,...; as earlier a negative index denotes a vanishing quantity).
Setting x' = it follows by a simple computation that

i (., e,) Toxm.) = (n(R) + TOXn'(.) — Toxec.,.

Thus 'Q0(x)T0 and agree on the algebraic symmetric tensors.
In the case ofP0(x), it suffices similarly to show that

=

For any x' H, let denote Frechet differentiation in the direction x', applied
to functions F on ax'F = '[F(y + cx') — F(y)]. The application
of to both sides of equation 1.7 and comparison of coefficients show that

=

From this it can be inferred, as in the case of Q0(x), that

2/2 PQ(XJTOXn(.) = (n(p.) + 1)/i TOXn'(.) + TQX,r(.).

A simple computation shows that this is the same as U

LEMMA 1.10.5. T0 transforms C0(z) into for all z

PROOF. This is an immediate consequence of the more detailed Lemma
1.10.4 and the complex-linearity of C(z) as a function of z.

COMPLETION OF PROOF OF THEOREM 1.10. Note first that for any unitary
operator U on H, = by straightforward applica-
tion of the definitions involved. Now selling T for the closure of Tjç'. to show
that the two unitary operators TI'(U)T' and F'(U) agree. it suffices to show
that they agree on a set of vectors spanning a dense domain in K'. The vectors
of the form C((z1). . v', where z1 an arbitrary finite ordered set
of vectors in H,,, form such a set; indeed, the .Vn(. have this form, within a
constant factor. That is, it suffices to show that

=
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Now

'r"(U) v'

= 1 r'(u) C1'1(z1) r'(u)— l...r'(U) f'(U) 1 r'(U) V

=

applying Lemma 1.10.5, the latter vector is On the other
hand, T I ' V is, by Lemma 110.5, equal to v.

Applying to this vector gives

-

Since r(u)w(z) r(u)-' = W(Uz) for arbitrary U and :, F(U)4(z)r(U)-'
= 4(Uz), hence r(u)c(z)r(u)_1 = C(Uz). The vector in question is there-
fore as required. U

Problems

I. Show that (that is, the representation I restricted to is continuous
in the uniform, strong, and weak operator topologies, while I itself is contin-
uous in the strong and weak topologies but not the uniform topology.

2. Prove that multiplication of tensors of finite rank over a Hilbert space H
is not jointly continuous (relative to the Hilbert space topology on if
neither factor is restricted to have bounded rank.

3. Given a selfadjoint operator A in H, show that restricts to a
densely defined selfadjoint operator in with range contained in and
describe this operator (as well as its domain) explicitly.

4. Show, using Problem 3, that if A is a nonnegative selfadjoint operator in
H then � 31(A") for n � 1.

5. Show that, up to normalization, the Wiener transform of the function x"
on (ft. g) is the nth Hermite polynomial.

6. Let A be a selfadjoint operator in H such that there is an orthonormal
basis {e1} of H with Ac, = Show that equals the closure of A,

C(eJC(ej*.
7. a) Show that the restriction of to the subgroup UK(H) of all real uni-

taries on H that commute with the (arbitrary) given conjugation x on H is
irreducible if and only if H is infinite-dimensional.

b) Generalize (a) to the other irreducible components of the n-fold tensor
product of H with itself, for the case when H is infinite-dimensional.

(Results a) and b) are due independently to K. Okamoto et al. and J. Pe-
dersen.)
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1.9. Implications of wave-particle duality

CoRoLLARY 1.10.1. For each x and are essentially self-
adjoint, and their closures P'(x) and Q'(x) are such that (K, P Q') is a Hei-
senberg pair over

PRooF. Since fl(x) and are unitarily equivalent via T to essentially
selfadjoint operators having the indicated properties, they themselves have
these (unitarily-invariant) properties. 0

COROLLARY 1.10.2. T transforms into the Wiener transform.

PROOF. It has earlier been shown that the Wiener transform carries P(x) into
—Q(x), and Q(x) into P(x), for all x. On the other hand, from the relation

= it follows on taking U = ii that F'(iI) trans-
forms into — and into and hence transforms their clo-
sures similarly. By the irreducibility of the totality of the e11W and the
Wiener transform is uniquely determined within a constant factor by this prop-
erty; the constant factor is determined by the property that 1 is carried into I.
It follows by unitary equivalence that r"(iI) is similarly characterized within
a constant factor by the manner in which it transforms P'(x) and Q'(x), and
the constant factor may be fixed by the requirement that v' be carried into v'.
Since T carries v into v', it must transform ['(ii) in the indicated fashion. fl

COROLLARY 1.10.3. Let {eJ be a maximal orthonormal set in The Hil-
bert space K' of all symmetric tensors over H is unitarily equivalent to the
space L2(M), where M is the tensor product copies of(R. ge). where
dg, = (Ztc) "le - dx. in such a way that Q'(ex) is the operation of multi-
plication by (2c) - where ax is the function on M mapping the generic
element a M into its X-th coordinate. P'(4) is represented in its action on
the representative in of an algebraic symmetric tensor as follows:

fi—* +

(any such representative f being equal a. e. to a polynomial in a finite number
of the ax).

PROOF. The tensor products of thc members of an orthonormal basis in
L2(R. g). including I. form an orthonormal basis in L2(M). Setting for
(n!) F4x") on R (where x is a dummy variable) provides such an ortho-
normal basis in L2(R. g). The proof of Lemma 1. 10.4 shows that P'x) and
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Q'(x) correspond in the representation of Corollary 1.10.3 to the indicated
operators.

COROLLARY 1.10.4. If U is a real unitary on H (i.e., one leaving H, in-
variant), then I"(U) acts on P. the algebra of all polynomials over H,1, as
follows:f(x) —*f(U- 'x),forf€ P.

PROOF. It is easily seen that the mapping 1(x) —+f(U- 'x) extends uniquely
to a unitary transformation V on K. To show that V = r(u). it suffices to
show that these two unitaries transform P(x) and Q(x) in identical fashions,
and leave I invariant (the latter fact is already established). To show that V
transforms P(x) and Q(x) in the same fashion as flu). it suffices to treat—
instead of P(x) and Q(x)—their restrictions to P, in view of the essential self-
adjointness of these restrictions. This computation is straightforward.

LExicoN. The unitary equivalence of the particle representation on the one
hand, involving the symmctrized tensor products of the Hilbert space H with
itself, and of the wave representation in the space of square-integrable func-
tionals over a real part H, of H, is the mathematical manifestation of the so-
called "wave-particle duality" which has evolved during several centuries of
the study of physical light. From the point of view of an experimentalist, par-
ticularly one concerned with "scattering" experiments in which incoming and
outgoing free particles are compared, the chief physical observables are the
occupation numbers. Physically, these specify the numbers of particles of des-
ignated species and parameters in a given state. For example, the statement
that the incoming state in a certain physical system consists of so many mesons
of such and such energy and momenta can be formulated in terms of state-
ments that certain selfadjoint operators have the state vector in question as an
eigenvector, and that the corresponding cigenvalues are the nonnegative inte-
gers corresponding to the designated composition of the state. it is quite anal-
ogous to the description of the population of a given country at a given time
in, say. economic terms. Significant indices of the economic state might be
the numbers of individuals of specified income. capital. investment and saving
rates, etc.

To deal theoretically with this key experimental object, one makes the fol-
lowing entry in the basic physical-mathematical lexicon. The 'number of par-
ticks'' in the free boson field over H in the state represented by the veclor x

in H, is where P, is the projection H onto the one-dimensional .sub-
space spanned by x, and denotes for am' selfadjoini operator A the
selfadjoin: generator of the one-parameter unitary group 1'(e"). More gen-
erally. the number of particles in states rcpresentcd by vectors in the given
subspace M of H is where PM is the projection with range M. ln
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particular. the (total) number of particles is af(I). This physical-mathematical
correspondence is justified by a variety of considerations involving mathemat-
ical consequences that arc in agreement with physical observation. The main
qualitative mathematical considerations are these:

I) has nonnegative integral eigenvalues, as is physically to be ex-
pected of an occupation number. Moreover, the only state vector in K in which
the expected total number of particles is zero is the vacuum vector v.

2) The occupation number has the natural additivity properties: 8T(P) +
ar'(P') has closure equal to iJI'(P + F") for any two orthogonal projections P
and P' in H. lndecd, ar is not only additive in this sense, but countably
additive.

3) The occupation number has the natural connection with total attributes.
Just as the total income of a population should be the sum of the products of
the various incomes with the corresponding occupation numbers for these in-
comes, so one has for any selfadjoint operator A in H, with spectral resolution
A S XdE(X) the relation ar'(A) 5 X8F(E(X)). In particular. if the 'single-
particle energy" A has the cigenvalucs a1, then the "field energy"
ar(A) has the eigenvalue n1a1 + n2a2 + in the state in which n1particles
each of energy a) arc present.

4) The occupation number has the appropriate transformation properties un-
der automorphisms of the system. in particular under Lorentz transformations
in a relativistic field. This is the relation:

r(u)ar(Aw(u)-' = ar(uAu-1).

The proofs (and in the case of problem 3), the detailed mathematical forniu-
lation) of these results are left as exercises.

On the other hand, just as the description of the economic state of a country
in terms of occupation numbers may not be the best basis for the consideration
of economic dynamics, i.e., the temporal developmeni of the state, so in a
quantum process the occupation numbers give no specific indication of the
dynamics (apart from what may be corollary to kinematical considerations
such as Lorentz-invariance). The treatment of the dynamics of quantum sys-
tems turns out to be naturally undertaken in terms of field rather than particle
concepts, by virtue of the local character of relativistic interactions. In math-
ematical terms, the field is diagonalizcd in the functional integration represen-
tation, just as the particle numbers are diagonalized in the tensor product rep-
resentation.

Chapter 6 will treat quantization in the simple but basic case in which the
dynamics is linear. In essence, this is the study of the free boson field over a
Hubert space on which is given a distinguished unitary (or, more generally.
Symplectic) one-parameter group. The classical linear relativistic wave equa-
tions of "even spin" (i.e.. involving single-valued representations of the
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Poincaré group, rather than of its covering group) can be quantized as a very
special case of the general theory. But the quantization of nonlinear wave
equations, treated in Chapter 8, naturally involves qualitatively new consid-
erations.

There is a third representation for the free boson field that has remarkable
mathematical properties, although physically it is less readily interpreted than
the two that have already been treated. Recall that one of these, the Fock-
Cook, or particle representation, diagonalizes the occupation numbers; the
other—the "renormalized Schrodinger," the "functional integration repre-
sentation," or the "real wave representation"—can serve to diagonaliz.e the
"field variables" at a fixed time throughout space.

The third, or complex wave, representation gives a kind of diagonalization
of the creation operators. Since the latter are nonnormal, a literal diagonal-
ization is impossible. What is achieved instead is a simple representation of the
creation operators as multiplication operators, not in L2 over a measure space
(this would contradict the nonnormality of the operators), but in a closely re-
lated space, consisting precisely of the holomorphic (or more conveniently,
for present purposes, antiholomorphic) members of L2 over a space having
both a measure and a complex structure.

In the rough terminology employed by physicists one might say that we
make an expansion of the state vectors into the (virtual) eigenfunctions of the
annihilation operators; these arc the so-called "coherent" states.

Before entering into the complex wave representation itself, we discuss and
treat Bose-Einstein quantum fields from historical and axiomatic points of
view, from which the relation to the other two representations may be better
appreciated.

The concept of a free quantum field of particles satisfying Bose-Einstein
statistics is commonly introduced in a highly structured manner involving
space-time, invariant wave equations thereon, etc.; hut in algebraic essence,
all that is involved is a given complex Hubert space H. as earlier indicated.
The concrete structure of this space may vary from application to application,
but many of the central results of the theory are independent of this special
structure.

Mathematically, the free bosonfield over a given complex Hubert space H,
to be denoted as B(H). may be defined as a quadruple (K, W, r, v) consisting
of

I) a complex Hilbert space K;
2) a Weyl system Won H with values in (/(K); i.e. a (strongly, as normally

understood) continuous mapping W(z) from H to the unitary oper-
ators on K satisfying the Weyl relations

= + ..')
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forarbitraryzandz' inH;
3) a continuous representation r from U(H) into U(K) satisfying the rela-

(ion

= W(Uz)

forarbitrary U€ U(H)andz€H;and
4) a unit vector v in K having the properties that l'(U)v = v for all U

U(H), and that the W(z)v, z E H, span K topologically. (For brevity, we
cite the latter condition as cyclicity of v for W.)
The constraints 1—4 do not uniquely determine the free boson field,

but serve to do so with the addition of
5) T is "positive" in the sense that if A is any nonnegative selfadjoint op..

erator in H, then äT(A) is likewise nonnegative—where for any selfad-
joint A in H, äf(A) denotes the selfadjoin: generator of the one-param-
eter unitary group : R} provided by Stone's theorem.

We may take conditions l)—5) as the definition of the free boson field. This
axiomatic characterization must, of course, be supplemented by suitable ex-
istence considerations, which are supplied by the concrete representation of
B(H) given earlier, or by that given later.

Historically, the free boson field was introduced quite heuristically by Dirac
in 1926 in purely formal analogy with the Heisenberg quantization of a single-
particle system. The Hilbert spaces H and K and aspects of T arc rather im-
plicit in this treatment, and the Wcyl system W appears in the form of an
infinite sequence of putative operators: Pu' q1; P2' q2;-.., satisfying the Heisen-
berg commutation relations, whose existence Dirac merely hypothesized. An
explicit representation of this early version of the free boson field was first
given by Fock (1932) in a nonrelativistic and mathematically heuristic format.
A rigorous construction, which assumes and exploits the Hilbertian character
of the so-called single-particle space H and is adaptable to the relativistic con-
text, was first given by Cook (1953). The Fock-Cook representation satisfied
conditions l)—5), except that 2) was clear only in its infinitesimal form. The
global form of 2) in the Fock-Cook, or particle, representation follows from
the unitary equivalence of this representation with the functional integration
representation. This "wave" representation was implicit in theoretical physi-
cal practice which, however, dealt with functional integrals only at a quite
formal level.

In a general scientific way. the Fock-Cook representation expresses the par-
ticle properties of the quantum field by providing explicit diagonalizations for
the so-called occupation numbers ar(P), where P ranges over a maximal com-
muting set of projections on H. These are the properties typically most directly
observable in high-energy experiments. The functional integration represen-
tation expresses the wave properties, by virtue of its explicit diagonalization
of the values of the field at different points of space. at a fixed time. The wave
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properties are conceptually fundamental, and technically the functional inte-
gration representation has been the primary basis for progress in constructive
quantum field theory in recent decades.

However, in each of the two classic representations—particle and wave—
for the free boson field, some of the important operators have highly compli-
cated actions. On the other hand, in the complex wave representation, virtu-
ally all of the important operators have a remarkably simple formal appear-
ance, despite the greater complexity of the physical interpretation of the
representation.

The relation with heuristic developments due to theoretical physicists may
be amplified as follows, in the case of wave functions in one dimension, the
harmonic oscillator hamitonian N = ½(p2 + q2 — I), the position operator
q, and the creation operator C = + iq), all have simple spectra in the
sense that they admit a cyclic vector. According to the general ideas of quan-
tum mechanics, any one of them may be used as a complete state labeling
operator. In Fock (1928) the use of C was originated in this connection, and it
was noted that this led to the consideration of holomorphic wave functions;
but no Hilbert space of such functions was formulated, and the only specific
domain of definition cited was the unit disc. The more comprehensive treat-
ment of Dirac (1949) remained formal, and the case of a quantum field is
reduced to the one-dimensional case via a representation as a direct product
that is not invariant. In this work there is again no actual Hubert space K, or
representation F' of U(H), and only formally defined field operators. Rigorous
mathematical correlatives to some of the theoretical physics initiatives toward
the representation of boson fields by analytic functions are given at the end of
this chapter, but precise formal correlation is somewhat elusive.

1.10. Characterization of the free boson field

Constraint 5) in the preceding section. whose notation is used here. is equiv-
alent to the apparently much weaker condition that its conclusion holds for just
one positive operator A. This is a consequence of the following abstract char-
acterization of the free boson field over a Hilbert space.

'I'IIEOREM 1. 11. Let H be a given complex Hither! space. and let W he a
Weyl svsien: over H with representation space K and evelu' vector v in K.

Suppose there exists a positive selfadjoint operator A in H that annihilates
no nonzero vector, and a one-parameter unitary group F" on K wit/i the prop.
erties

a) F'(:)W(zW'( — 1) = all a' R and H;
h) r(IW vforalli€R;
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C) r'(t) = e"", where H is selfadjoint and nonnegative.
Then there exists a unique representation r of U(H) into U(K) which ex-

tends r' tile sense that r(eiM) 1'(i) for all t R, and such that (K. W,

r. v) satisfies conditions I )—5) of Section 1.9.

PROOF. Set

f(u) = W(z)v),

where u = s + it with s � 0, and z is arbitrary in H. Thenf is bounded and

continuous in the half-plane s � 0, and holomorphic in the interior s > 0; we
denote the totality of all such functions as By virtue of the Weyl relations,
the boundary valucsf(it) may be expressed as

f(it) = Irn(,,,t) (W(z, — z)v, v); z, = e —

Now setting

g(u) =

then g also. Accordingly,fg andfg has the boundary values

fg(it) = (W(; — z)v,

Replacing : by —z. it follows that (W(—; + z)v. v) is also the
boundary value function of an element of But this function is the complex
conjugate of the function Accordingly,fg must be a constant, which
may be evaluated as setting t = 0. yielding the equation

(W(z, — :)v, v) = exp( — II; —

By virtue of the triviality of the null space of A. the:, — : arc dense in H as z
and t vary, as follows from the spectral theorem; and it follows in turn by
continuity that

(W(z)v. v) = exp( — 11z112/4

for all : H.
This result implies that the inner product (W(U:w. W(U:'W). where : and
are arbitrary in H. is independent of U U(H): and this implies in turn that

the linear transformation To:

is well defined and isometric on the domain I) of all finite linear combinations
of the W(:w. z E H. Since D is dense in K. 7, extends uniquely to a unitary
operator on all of K. which we denote as riu); by construction.
flU) W(:)r(U) I = W(U:) and r(u)v = v for all U U(H;. That F is a
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representation of U(H) follows from its intertwining relation with W, noting
also that F(U) is the unique unitary operator on K that transforms W(z) into
W(Uz) and leaves v invariant, by virtue of the cyclicity of v. In order to show
that T is continuous from U(H) into U(K), it suffices to show that T(U)W(z)v
is a continuous function of U, for any fixed z c H, at the clement U = I of
U(H). To this end it suffices in turn to note that

(f(U)W(z)v, W(z)v) = exp(½i lm(Uz, z)) exp( — lU: — 412/4),

which is continuous in U.
To show the positivity of the representation r, suppose now that A is any

nonnegative selfadjoint operator in H; it suffices to show that r(e1M) is a pos-
itive-frequency function of 1, i.e., that f w')g(t)d: = 0 for functions
g L2(R'). whose Fourier transforms vanish on the negative half-axis, and for
arbitrary vectors w and w' in K. To this end it suffices to show that
(r(e"IW(z)v, W(:')v) is a positive-frequency function oft for arbitrary : and

in H. But, by the earlier evaluation of (W(z)v, v) and the Weyl relations, this
function is

exp ¼(— 11:112 — lIz'112 + 2(z_,,z'));

since (z_,, z') is a positive-frequency function of t,so also is exp ½(z_,,z').
Finally, the unicity of the representation r follows from the cyclicity of v

under W, which implies that any unitary operator that commutes with all W(z)
and leave v invariant must be the identity. U

COROLLARY 1. 11.1. Any two .systems (K, W, r. v) satisfying conditions 1)—
5) are unitarily equivalent.

PRooF. Given a second such system, denoted by primes, there exists a
unique unitary transformation T from K onto K' that carries W(z)v into
W'(z)v', for all z H, by an argument employed in the preceding proof. The
respective Weyl systems are then unitarily equivalent via T, and the definition
of F(U) as the unique unitary on K that transforms W(z) into W(Uz) and leaves
v invariant shows that it is transformed by T into r'(u). El

1.11. The complex wave representation

The existence of the free boson field has been established, but it will be
illuminating to give a new construction, which will serve at the same time to
define the complex wave representation. This construction is based on func-
tional integration, in connection with which the following notation will be
employed: if H is a real Hilbert space, S will denote the space of or
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"square-integrable" tame functions on H, i.e., those tame functions f for
which E(If12) < 00, where E denotes the expectation relative to the isonormal
distribution g on H. 1ff is a tame function on H, the corresponding random
variable in (H, g) will be denoted as 0(f) and also called tame. In particular,

if H is a given complex Hilbcrt space, it has also the structure of a real
Hubert space H, with inner product equal to the real part of the complex inner
product given in H. The isonormal distribution g on H is defined as that on
H. and L2(H, g) is defined as g). In the case of a real space H, the
space L2(H, g) is the completion of the algebra of all polynomials on H, with
respect to the inner product

(0(f), 0(f')) = fLf(x) dg(x),

L being any finite-dimensional subspace of H on which the polynomialsf and
f' are based. Recall that a polynomial on H is defined as a function of the form
f(x) = p((x, e1) (x, en)), where p is a polynomial function on and the

are arbitrary vectors in H, finite in number; it is no essential loss of gener-
ality, and it will henceforth be assumed, that the are orthonormal in this
representation. The possibility of defining L2(H, g) as the completion of the
polynomials rather than of the bounded tame functionals may, as earlier noted,
be regarded as a generalization of the completeness of the Hermite functions
in

This means that if H is a complex Hubert space, then L2(H, g) consists of
the completion of the algebra P,(H) of the functions of the form

f(x) =p(RcCr.e)

such a function we call a real-analytic polynomial. But in addition to the al-
gebra P,(H), there are two other simple unitarily-invariant algebras of poly-
nomials: the complex-analytic, defined as those of the form

f(x) = p((x, e1), ... ,(x, en)),

where p is a polynomial function on C"; and the complex-antianalyzic. i.e.,
the complex conjugates of those just indicated. The totality of complex-an-
tianalytic polynomials on H will be denoted as P(H); the representation space
K for the complex wave representation will consist of the closure of P(H) in
L2(H, g).

To begin with, a system r') will be defined that fails to represent
the free boson field only in that condition 5 is violated and that v' is not cyclic
for the W'(z). Let g denote the isonormal distribution on H with variance pa-
r4meter c' = a2, and let K' L2(H,g). For any vector: e H, define the
operator on the subspace 0(S) of K'. where S denotes the totality of all
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square-integrable tame functions on H. as follows: for any functionfon H, let
denote the function given by the equation

f,(w) = f(w — or) - (z,:)14

1ff is tame, so also 1sf,; and if 0(f) = 0, 0(1,) = 0 also, sincc straightforward
computation show that = II0(f,)112 for arbitrary tame functions f and
vectors z in H. The mapping 0(f) i—+ 0(f,) is therefore a well-defined isometry
of o(S) into itself, and defines an operator on u(S).

It is straightforward to verify that

W(',(z') = Im(:.:) + z')

for arbitrary z and z' in H. Setting z' = —z, it follows that is invertible,
and so extends to a unique unitary transformation, to be denoted as W'(z), on
all of K'. By continuity, the Weyl relations remain valid for W'. it is not
difficult to show in addition that the mapping zi—. W'(z) is continuous from
H to U(K'), and it follows that W' is a Weyl system on H with representation
space K'.

A representation of U(H) on 0(S) will now be defined as follows: for
arbitrary f€ S and U U(H), sends 8(f) into 0(ft,), where ff)(z) =
f(U'z). Since it is readily verified that the map
I '—p k preserves the expectation functional E, is well defined and is
isometric from 0(S) into itself. It is straightforward to verify also that
= for arbitrary U and U' in U(H), and that = 1. so
is a representation of U(H) on 0(S). In particular, is invertible for all U

U(H), and so extends uniquely to a unitary operator r'(u) defined on all of
K'. It follows that r' is a representation of U(H) into U(K'), and it is not
difficult to verify that F" is strongly continuous from U(H) into U(K') by
checking continuity on the spanning subset of K' consisting of the finite prod-
ucts of real-linear functionals.

Now let v' denote 0(1) K'; then F"(U)v' = v' for all U E U(H), and the
required intertwining relation between F" and W' is readily verified on the
dense subset 0(S), and hence by continuity holds on all of' K'. Thus the quad-
ruple B' = (K W f v') satisfies all of the conditions on the free boson field
over H except the positivity condition 5 and the cyclicity for v'. We call B'
the regular boson field over H in analogy with the term regular representa-
tion" for groups.

The complex wave representation may now he defined as that given by re-
striction to the subspace spanned by the complex-antianalytic (or antiholo-
tnorph:c) polynomials.

THEOREM 1 . 12. Let B' = w: v') denote the regular boson field over
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the given complex Hubert space H. Let K denote the cyclic subspace under
the action of W' generated by V. Then

1) the complex antianalytic polynomials P on H are dense in K;
2) setting W(z) W'(z)IK and T(U) = r'(u)IK for all z H and U

U(H), and v = v', then the quadruple B = (K. W. 1', v) is a represen-
lation of the free boson field over H.

PROOF. By direct computation W(z)v = 0(f), wheref is the tame function
on H,f(x) = Thus the functionals 0(b,) are all in the subspacc
spanned by the W(z)v, where b,(x) = e(t1), z H. Since = b7b:, the set
of all finite combinations of the forms a ring, which contains, for any E >
o and finite ordered orthonormal set of vectors e1 e,, H and positive in-
tegers n, the vector

Cr = II I(exp€(e,.u) —

It follows by dominated convergence that

0(Cr 0 (lI(ei. u)n).

showing that the image under 0 of any complex antianalytic polynomial is in
K. Conversely, the application of dominated convergence to the power series
expansion of b: in terms of (:. x) shows that W(z)v is in the closure of 0(P).

Thus v is a cyclic vector for W. and to conclude that B is the free boson field
over H it is only necessary to show that the representation F is positive (con-
dition 5). It suffices to show that the number of particles operator äF(l) has a
nonnegative spectrum. In fact, 1(e') sends the monomial 0(w), where w(u) =
(e1. .(e,,, into ... +n,,,) 0(w), showing that has spectrum
consisting of the nonnegative integers (and, incidentally, is diagonalized by
the totality of the 0(w) relative to a fixed orthonormal basis). U

DEnNm0N. An entire function on H is a function F with the property that
for every finite-dimensional subspace M of H, the restriction FIM is an entire
function in the usual sense of dim M complex variables. Anantieniirefunction
is one which is the complex conjugate of an entire function.

THEOREM 1 .13. Given z H, let b: de,iott' the square-integrahie tame func-
(ion on H. Ifu is any vector in K. then

1) tile function F on H given the equation

F(z) = (u, u(bj)
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is an anlientire function on H:
2) SUPL I IF(z)l2 dg(z) = lull2, the supremum being taken over the set of all

finite-dimensional (complex) subspaces L of H;
3) if u — e(f), f being a square-iniegrable tame anlientire function, then

F(z) =f(z),z€H.

Conversely, if F is an anlienlire function such that

sup f1. IF(z)12 dg(z) < 00,

then there exists a unique vector u K such that the foregoing holds

PROOF. The term antimonomial will be used for a vector in K (or, when
indicated by the context, a function on H) that is a constant multiple of one of
the form 0(w) (respectively, w), where w(x) =

Observe next that the antimonomials '1',, = 2"2(n!) "cr"O(w), where n
stands for the multi-index n1, n2 w being as earlier and n being form
an orthonormal basis in K, relative to any given orthonormal basis e1, e2,

in H. Orthogonality is a consequence of the vanishing of the integrals 4' z'
dg(z) when s and t arc nonnegative integers with t 0, as follows from rota-
tional invariance; normalization follows by evaluation of the integral when t
= 0. It follows that for any vector u K, lull2 = X. la512 where = (u, qij.

Suppose that u = 0(f), wheref is a square-integrable antientire tame func-
tion based on the finite-dimensional complex subspace L of H. Then the co-
efficients vanish unless n n(L), where n(L) denotes the set of all multi-
indices n such that n1 = 0 when e1 is not in L. Thusf = where
as usual we omit reference to 9 in the finite-dimensional context. A calculation
shows that

ft.'l'n(X)&(4t1X(X) =

for n n(L); this is known as the "reproducing" property of the kernel 1':(x)
It follows that

F(z) = a,,('P,,, b.) = = f(z),
ninCi.) nn(L)

where the sums converge in L2(L, g). As a consequence we have

lull2 = ft. IF(z)12 dg(z).

Statement 1 now follows from the expansion of expf(z/2o2,.)].
Concerning 2), let u be arbitrary in K. Given a finite-dimensional complex

subspace L spanned by the {ej. let = Clearly is a square-
intcgrable tame function based on L, and the supremum over L of llujl is lull.
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Moreover, if F1jz) = (UL, 0(b,)), it is easily seen that F and agree on L.
Thus we have

sup fL IF(z)12 dg(z) = sup 11uJ12 = Hull2.
I. 1.

Taking note of the arbitrariness of the given orthonormal set in H, 2) follows.
For 3), suppose conversely that F is a given antientire function on H for

which remains bounded as L ranges over the set of all finite-dimen-
sional complex subspaces of H. Letf1. be the function on H given by the equa-
tion

f1(z) =
ntn(l.)

where

'Pjz) =

and a square-integrable tame function on H that is
antientire and based on L. Evidently

hIM —Id!2 =
ntn(M)An(L)

where A denotes the symmetric difference. It follows that as L H, {o(fj}
is convergent to a vector u K. By the same argument as in the preceding
paragraph, the antientire function:'— (u, o(bJ) corresponding to u is identical
with the original antientire function F. Unicity of u is evident from the fact
that

F(z) =

as follows by a limiting argument from the finite-dimensional case, the series
being convergent by virtue of the Schwarz inequality. U

It follows that the Weyl system operators W(z) and the representation r of
U(H) for the free boson field may be defined in a pointwise fashion, and not
merely as Hilbert space limits, in accordance with

1.13. 1. The free boson field B(H) over H may he represented
as follows:

I) K is the filbert space of all antienrire functions F on H for which the
norm

IIF11 = sup lI1'111ka1..gj
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is finite, the supremum being taken over all finite-dimensional subspaces
L of H, with the inner product

(F,F') = L_.H2
2) For any z H, W(z) is the operator

F(x) i— F(x — az) — F K.

3) For any U U(H), is the operator

F€K.

4) v is the function identically 1 on H.

PROOF. This involves straightforward limiting arguments of the type already
employed, and the formalities are omitted. 0

Problems

1. Show that in part 2 of Theorem 1.13 the integrals fL IF(z)12 dg(z) over
real subspaces may be unbounded, as shown by the following example due to
M.Vergne: F(z) = z)2). where <a, < 00, and

2. Show that a linear differential operator with polynomial coefficients on
L2(R) is carried by the unitary equivalence of the real- and complex-wave rep-
resentations into a linear differential operator with polynomial coefficients on
the present space K of antianalytic functions in L2(C, g).

1.12. Analytic features of the complex wave representation

This representation is less familiar than the other two treated in Chapter 1,
but has probably the richest mathematical theory. In this section a number of
useful analytic features that emerge in the course of the proof of Theorem 1.13
will be made more explicit.

A natural orthonormal basis in the complex wave representation is given by

COROLLARY 1.13.2. If e1, e2,... is any orthonormal basis for H, then an

orthonormal basis for the preceding space K is provided by the antianalytic

polynomials

p(z) = 21T12
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as the n, range independently over the nonnegative integers subject to the con-
straint that n = X, be finite.

The corresponding expansion for any vector F s K is convergent pointwise,

IF(z)1 S exp((z, z)/(4o2)), z E H.

PROOF. This is a straightforward consequence of the theorem. C]

We now rationalize the term "complex wave representation" by making
explicit the sense in which this representation pseudo-diagonalizes the creation
operators. We first recall the

DEnNITI0N. For any representation B = (K, W, f, v) of the free boson
field over the given Hubert space H, and vector z H, the creation operator
for the vector z, to be denoted as C(z), is defined as the operator 2- "z(4(z) —

i4(iz)), where +(z) denotes the selfadjoint generator of the one-parameter
group {W(tz): z R}. The annihilation operator for the vector z, to be denoted
as C*(z), is defined as the operator + i4(iz)); this is in fact identical
to C(z)*, by virtue of

CoROLLARY 1.13.3. The operators C(z) and C*(z) are closed, densely de-
finS, and mutually adjoint. in the complex-wave representation, C(z) has do-
main consisting of all F K such that (z,.) F(') K, and sends any such
function into q F(S), where a = i2"io. C(z)* has domain consisting of
all F K such that &F(') K, where&F(u) = Iim,..0 c 1(F(u + cz) — F(u)),
and sends any such function into — a ik.F.

PROOF. That C(z) and C*(z) are closed, densely defined, and mutually ad-
joint is valid for an arbitrary Weyl system, by familiar smoothing arguments,
as in Theorem I . I, and we omit the proof. Since convergence in the Hilbert
space K implies pointwise convergence of the corresponding antientire func-
tions on H, the action of C(z) and C(z)* may be computed by taking pointwise
limits. This is straightforward and has the stated results.

It remains to show that the domains of C(z) and C(z)t include all vectors to
which the corresponding pointwise-defined operators are applicable as opera-
tors in K. To this end let K, denote the subspace of K consisting of the closure
of homogeneous polynomials in K of degree n, and let F denote any element
of K such that (z,') F(') is again in K. It is easily seen that multiplication by

is bounded on K, and maps it into K,÷1; consequently, F(.)112 =

IKz,') F,(.)112, where F, denotes the component of F in K,. On the other



72 Chapter 1

hand, it is readily verified that is in the domains of all the C(z) and C(z)*.
Setting F" = F that C(z)P'—. a-' (z, ) F(),
and, since C(z) is closed, it follows in turn that F is in the domain of C(z). The
same argument applies to C(z)* with n + 1 replaced by n — 1. D

Lastly, the intertwining operator between the complex and real wave rep-
resentations is given as follows: let H be a complex Hubert space, let a be an
arbitrary positive number, and let g0 denote the isonormal distribution of vari-
ance a on H. For arbitrary z H, let a) denote the following operator on
functions over H, where a =

a):f(u) —.f(u — az) —

Let Wr(Z, a) denote the unitary operator on the subspace K of L2(H, g0) that
carries 0(p) into a)p) for any antiholomorphic polynomial p on H (as
in Theorem 1.13). Now let b be an arbitrary positive number, and let H' be an
arbitrary real part of H. The real wave representation may be defined as fol-
lows: let K' = L2(H gb), and for arbitrary z = x + iy H, where x, y H',
let b) denote the following operator on functions over H', where v =

— — ½(z,x)].

Let W,(Z, b) denote the unitary operator on K' that carries e(f) into O(W(z.
b)f) for any tame square-integrable function f. The vacuum vector is repre-
sented by the unit function 'H in K and li,. in K'. (The respective r's are
determined by the invariance of the vacuum vectors and their intertwining with
the Weyl systems, and need not be involved here.)

By Theorem 1.12, for any given a and b, there exists a unique unitary trans-
formation T from K onto K' such that W1(z, a) = T 'Wr(, b)T and T(O(1,,))
= The explicit expressions for T and T' on sufficiently regular func-
tions are simplest when b = 2a (which in fact exemplifies the impossibility of
entirely transforming away the 212 factor sometimes involved in boson field
analysis). Because of the simplicity of scaling considerations, it will suffice
here totreat thccasca = 1/2,b = 1.

THEOREM I .14. The (unitary) intertwining operator T from the complex
onto the real wave representation for the free boson field over H has the Jo!.

lowing action on antien:irefui:czions F on H: F 0(f). where

f(u) = — ½(z,z)IF(z)dgu,2(z). (1.8)
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The integral exists in the Lebesgue sense for lame anlientire functions of order
<2, or as a limit in mean otherwise.

T 'carries any tame functional 0(f) £ g,) into the antienrire function
F on H given by the equation

F(z) = exp( —(z, z)12) f,,exp((u, z))f(u) dg,(u). (1.9)

More generally, for arbitraryf€ K', T- 'f = F, where

F(z) = exp( — çz, z)/4) (f,

PROOF. Since ½)v = W,(z, l)Tv', where v and v' are the respective
vacua, it follows that T carries exp(2 by) — ¼ 11z112) into exp(2- "i(z, u) —
½(z. x)), where w is variable in H and u is variable in H', for any fixed z H.
Thus T sends into - The reproducing kernel property (which by
complex conjugation applies to holomorphic as well as antiholomorphic entire
functions) shows that the integral expression given in the theorem is correct
for functions F(w) of the form F(w) = for some fixed z H. it follows
from the unitarity of T and Lebesgue convergence theory that equation 1.8 is
valid also for arbitrary antiholomorphic polynomials F; it then follows, in
turn, that equation 1.8 holds with an absolutely convergent Lcbesgue integral
on the right for arbitrary tame antientire functions of order less than 2. The
general case follows by formation of a limit in mean, as justified in part by the
functional integration theory earlier developed.

To establish the form given for T ', note that in cascf(u) = e(:.u) for some
fixed z H, the integral expression may be evaluated explicitly as an elemen-
tary Gaussian integral and found to agree with the expression for T 'given
above on functions of this type. More generally, equation 1.9 holds for arbi-
trary tame vectors in g,) by virtue of their approximability in this space
by finite linear combinations of the li follows for general f from the
unitarity ofT, the density of tame functionals in K', and the continuity of F(z)
as a function ofF for fixed z. D

It is interesting to note that, as a result of the standardizations and choice of
respective variance parameters, the projective mapping corresponding to T
(i.e.. from modulo equivalence via constant factors to
similarly projectified) is simple restriction from H to H' for the vectors of the
form these have been interpreted as "coherent states" in physical appli-
cations.

We also note that the intertwining operators between the particle and wave
representations are of a different nature from those between the two wave
representations, since the particle representation is in a space of tensors of
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varying rank, rather than a function space. In the case of the real wave repre-
sentation, the intertwining operator is given earlier in this chapter; for the corn-
plex wave representation it is simpler, and readily derived from that for the
real wave representation.
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The Free Fermion Field

2.1. ClIfford systems

The theory of the free fermion field is essentially distinct from but neverthe-
less parallel to that of the free boson field, and the underlying formal analogy
is close and useful.

DEFiNITIoN. An orthogonal space is a pair (L, S) consisting of a real topo-
logical vector space L and a given continuous symmetric nondegencrate bilin-
ear form S on L.

Concerning the notions of nondegencracy, symmetry, and of the algebraic
topology on a real vector space, see Chapter 1.

EXAMPLE 2.1. Let M bc finite-dimensional real vector space and M
dual. Let L denote the direct sum MeM*, and letS denote the form

S(xEl)X, = X'(x) + X(x')

for arbitrary and in L. Then (1. 5) is an orthogonal space. and
will be called the orthogonal space built from M. Similarly for the case of an
arbitrary given dual pair of topological vector spaces.

DEFINITION. Let (L, 5) be a given orthogonal space. A Clifford svswm over
(L. S) is a pair 4)) consisting of a complex Hilbert space K and a contin-
uous linear mapping 4, from L to the bounded selfadjoint operators on K (in
their strong operator topology) such that

4)(z)4)(z') + 4,(z')4)(z) = S(z,z')l. (2.1)

The equations 2.1 are called the Clifford relations (later, the real Clifford re-
lation.s).
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If H is a given complex pre-Hilbert space, and S is given by S(z, z') =
Rc(z, z'), then the pair 5), where H' is H as a real vector space, is an
orthogonal space, a Clifford system over which is called simply a Clifford
system over H; if S(z, z') = c Re((z, z')), where c is a positive constant, we
speak of a Clifford system with variance (parameter) c.

EXAMPLE 2.2. Let H denote an n-dimensional complex Hubert space, n <
and let H' and S be as just indicated. Let C denote the Clifford algebra

over H, i.e., the unique associative algebra over the complex number field
generated by H' together with a unit e, with the following relations for the
elements of H': xy + yx = c Re(x, y) (x and y being arbitrary in H'). Let E
denote the unique linear functional in C such that E(AB) = E(BA) for arbitrary
A and B in C, and with E(e) = 1. Let * denote the unique adjunction operator
on C such that x' = x for all x H'. (An adjunclion operator on an algebra
is characterized by the properties (A+B)t = A' + B', (AB)' =
(aA)t = ?iA' if a e C, and A" = A.) Let K denote the Hilbert space con-
sisting of C completed with respect to the inner product (A, B) =E(B'A).

For arbitrary A C, let LA denote the operation B —+ AB on C, and RA the
operation B I—* BA on C. For any z H', it follows from the relations (LA,
B) = E(B'zA) together with (A, L:B) = E((ZB)'A) = E(B'ZA) that may
be identified with a densely defined hermitian operator on K. This operator
extends uniquely to a bounded operator on K because = cf Define
4)(z) to be the unique extension to a bounded selfadjoint operator on K of L7;
thus one has an example of a Clifford system of variance parameter c (simi-
larly if 4)(z) is defined as Re). It is evident also that if V is any orthogonal
transformation on H, i.e., one preserving the form S. and 4) is a Clifford sys-
tem, then so is where = 4)(Vx). Again, if 4) and are Clifford
systems of the same variance that anticommute, in the sense that

+ = 0

for all x, y H, and if a and b arc any real numbers such that laP + 1b12 = I,
then = a4)(x) + bi4i(x) defines a Clifford systcm of the same variance.

The last remark can be applied to yield an interesting class of Clifford sys-
tems as follows: let denote the unique automorphism of C that carries z into
—z for all z H. Then Q anticommutes with all L. and R. and Q2 = 1; hence

and

are Clifford systms. Moreover, since L. and R:. commute for all and z',
and R:Q anticommute for all z and z'. It follows that

+

is a Clifford system of variance c, if a and b are as earlier.
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A Clifford system (K, 4))is called irreducible in case the only closed linear
subspaccs that are invariant under every 4)(z) are K and {O}. None of the ex-
amples given is irreducible. This is clear from the fact that a Clifford system
extends by general algebra to a representation of the Clifford algebra C by
operators on K. As is well known (see the proof of Lemma 2.3.1), the Clifford
algebra over an n-dimensional complex Hilbert space is isomorphic to an N x
N complete matrix algebra. where N = 2N, and the only irreducible represen-
tation of an N X N complete matrix algebra is its natural action on an N-
dimensional vector space, whereas in the examples K has dimension it
will later be seen that irreducibly invariant subspaces can be picked out by
various side conditions, including an analogue to holomorphy.

The analogue of the Stone—von Neumann theorem here is the result that
every *..representation of a complete complex matrix algebra is a direct inte-
gral of copies of its natural, unique, irreducible representation cited. The ar-
gument just given shows that this representation occurs with multiplicity N in
the reducible representation given above.

Additional concrete examples of Clifford systems are afforded by analogues
of the particle and wave representations already given for the free boson field,
which arc treated below.

The fermion field is simpler than the boson field in having bounded rather
than unbounded operators for the field quantities, here 4)(x). This facilitates
the treatment of the creation and annihilation operators. which can be defined
in formally the same way as in the boson case:

C(z) = — i4)(iz)). C(z)* = + i4)(iz));

4)(') can then be recovered from C(•) by the equation 4)(z) = 2 1':(C(z) +
C(z)*). while C(S) and C(.)* are respectively complex linear and antilincar. as
functions of their argument.

ScHoI.IuM 2.1. For any Clifford system of variance c over the complex
Hubert space H,

C(z)C(z')* + C(z')*C(z) = c(z, z'), C(iz) = iC(z), (2.2)
C(z)C(z') + C(:')C(z) = 0

for arbitrary z and z'in H.

Conversely. if C is any continuous complex-linear mapping from H into the

bounded linear operators on a Hubert space K satisfying the relations 2.2 and

if 4)(z) is defined as 2 "2(C(z) + C(z)*), then (K, 4)) is a Clifford system over

H of variance c.

PROOF. Straightforward computation.
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DarrnmoN. A pair (K, C) consisting of a complex Hubert space K to.
gether with a linear mapping C from a complex Hilbert space H to the bounded
linear operators on K, satisfying relation 2.2, is called a complex Clifford
system over H (of variance c). The earlier-defined Clifford system is desig-
nated as real, when the context requires this distinction. When c = I, we omit
the specification "of variance c."

The "free fermion field" is defined in the same way as the free boson field,
except for the substitution of anticommutators for commutators, and for the
elimination of the analytical considerations required to deal with the interven-
tion of unbounded operators in the boson case. That is to say, in the fermion
case there is no need to introduce an analogue to the Weyl relations; the ana-
logue to the Heisenberg relations is fully viable, unlike the Heisenberg rela-
tions themselves.

DEnNITI0N. Let H be a given complex Hilbert space. A free fermion field
over H is a system (K, C, r, v) consisting of

1) a complex Hilbert space K;
2) a linear mapping C from H to the bounded linear operators on K, satis-

fying the relations

C(z)C(z')* + C(z')*C(z) = (z,z'),
C(z)C(z') + C(z')C(z) = 0;

3) a continuous representation r of the unitary group on H into the unitary
group on K, such that r(u)C(z)r(u)-' = C(Uz) for all z c H and
unitary U on H;

4) a unit vector v in K that is cyclic for the C(z), z H, and such that 11U)v
= v for all unitaries U on H; and satisfies the condition that

5) for any nonnegative selfadjoint operator A in H, öflA) (defined as the
selfadjoint generator of the one-parameter unitary group r(etM)) is also
nonnegative.

It seems natural to begin with the question of unicity. Here as in the boson
case a much stronger result holds and is physically relevant. Specifically, the
positivity postulated in condition 5) need not be assumed for all nonnegative
selfadjoint operators A on H. but only for any one nontrivial such operator. In
physical practice, the relevant latter such operator is usually the Hamiltonian
for the single-particle system under consideration; but it may also he the gen-
erator I of the phase transformations z —÷ e"z, 8111) being the number of par-
ticles.

2. I. Let U(') bra continuous one-parameter unitary group on the
given I-filbert space H. the selfadjoint generator of which is positive.
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Let (K. C. v) be a system consisting of a) a complex Hubert space K;
b) a linear mapping Cfrom H to the bounded linear operators on K such that
C(z)C(z')* + C(z')*C(z) = (z,z')andC(z)C(:') + C(:')C(z) = Oforallz,

H; c) a continuous one-parameter unitary group on K. with nonneg-
alive generator, such that

= C(U(t)z),

for all z H and t R; and d) a unit vector v in K such that r0(r)v = vfor all
t R. and that is cyclic for the C(z).

Then C v') is another system satisfying (a) — (d), there exists a
unique unitary operator from K onto K' that carries (C. v. 111) into
v'

In essence, the proof parallels that for the boson case by utilizing
the positive energy condition in the form of its implications regarding bounded
holomorphic functions in a half-plane, which arise from temporal evolution of
vacuum expectation values.

Let z be arbitrary in H and w be arbitrary in K; let H denote the generator
of Since H � 0. the function

f(X) =

where 4(z) = 2 + C(z)*). is holomorphic and bounded in the open
half-plane Re X > 0 and continuous on the closed half-plane Re X � 0. Setting

= s + i:withsandtreal,then

f(it) = v) = (4(:,)v, v),

where z, = U( — t)z, showing that as a function oft, (4(z,)v, v) is the boundary
value function of a bounded holomorphic function in the half-plane s > 0. By
moving e" to the right side of the inner product, it follows thatf(ii) is a
constant (independent of 1); but more parallel to the later induction argument
is the observation of the selfadjointness from which this result follows
by basic complex variable theory. Setting for the constantf(ii). then

1141. so that is a continuous real-linear functional on H. It has consequently
the form

= Re(z.u)

for a unique element u H. But lt(:, = for all t. which implies that
U( — t)u = u for all t. Since, however, the generator A has positive spectrum.
U leaves no nonzero vector fixed. Hence 11 = 0. implying that = 0. which
shows that v) = 0 for all z H.

An induction argument may now be used to show that for arbitrary u1
in H. (4(u1)'. v) is uniquely determined by the Clifford relations
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and the positive-energy condition. i.e., is the same for the corresponding
primed quantities. Note first that it follows from the Clifford relations that

• = ± •4(u2)4(u3) + G,

where G is in the linear space of products of not more than k — 2 of the 4(u1).
Now suppose that the (4(u1)" 'd(uA)v, v) are uniquely determined when k <
n in the sense indicated; this has been shown to be the case for n = 2. To
establish it for the indicated value of n, replace a, by;, and note that

• 'd(u,_ 1)4(zjv, v) = (4(z,)v, 4)(u,_ ). .

This expression differs from its complex conjugate

(4(u,_ = (4(z,)4(u,. )" '4(u2)4(u1)v. v)

by vacuum expectation values of products of fewer than n of the field operators
4i(u1), by the observation made above, and a possible sign depending on the
parity of n. Applying the induction hypothesis, it follows that either the real
or the imaginary part of g(t) = (4(z,)4)(u,_ )'-'4(u2)4)(u1)v. v) is determined
uniquely, i.e., is the same as thatof h(t) =
v). But the same argument as earlier shows that g(t) — h(t) is the boundary
value function of a bounded holomorphic function f on the right half-plane.
Since the generator of U has positive spectrum, = 0. Consequently
g(:) = Ii(t), and the induction argument is complete.

A similar argument to that in the boson field case now concludes the proof.
El

2.2. Existence of the free fermion field

Having shown the unicity of the free fermion field, consider now the exis-
tence question. The construction that is closest to that in the boson case is via
the particle representation, which is described in

ThEoREM 2.2. Let H be a given complex Hubert space. Let K denote tile
Hubert space direct sum ofall (covariani) antis mmeiric tensors over
H of rank n. For any unitary or antiunitar operator U on H, let f'(U) denote
the direct sum of the operators T,(U) on K,, where r,(U) is the restriction to
K, of the n-fold tensor product U®U®' . '0 U (n = 0. 1,...). Let v denote the
0-tensor 1. Let C(z) denote the closure of tile linear operator on the algebraic
direct sum of the K, whose action on K, consists of anzisvmmetrized tensor
multiplication by z. followed by multiplication by (n +

Then (K, C, r', v) is thefreefermion field over H.
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PRoOF. Recall from Section 1.8 that antisymmctrization A takes the form

A(xl®'•'®xk) = 1/k!
Az5&

where the summation is over the group of all permutations of I ,... ,k, and
that tensor multiplication followed by antisymmetrization is denoted A. In
these terms, C(z)u = (n + for u K,. Let P denote the subset of K
consisting of the algebraic linear span of the tensors of the form xA• . 'Ax,,,
the being arbitraiy in H. Then P is dense in K, and includes an orthonormal
basis for K of the following form: let be an arbitrary orthonormal basis
for H, ranging over a well-ordered index set M. Let n(') be any function
from M to the set {O, l} that vanishes except for finitely many, and possibly
all, values, of If n(11) = 0 for all define X,,(.) as v; otherwise, let X,,(.) be

defined as (k!)"2 where 11(1) << 11(k) and these are the val-
ues of for which = 1. The are evidently mutually orthogonal, and
(XM.), x,()) = (k!)(y, y), where

y = 1/k!

the indices 1),... ,11(k) being redesignated as I k for simplicity. Now

(y,y) = (sgn (4(1)®''•®CA(&J ,

= >. > = I = ilk!

Thus the form an orthonormal basis for K.

Observe next that the indicated operation C(z): u (n + l)! :Au for u
K, is bounded by IIzlI. To show this it suffices to consider the case in which z
has unit norm: it may then be included in some orthonormal basis for H, which
may be taken as the given one But for any basis vector of the indi-
cated form,

C(e0)x,,1., = (n + 1 )":(n!)":eJ\(e1A. .•Ac,,) =

where = + while C(CA)x,,(.,= 0 if 1 k u.
Since C(z) as given is uniformly bounded from K,to K,, , it has a unique

extension to a bounded linear operator from all of K to itself, also denoted as
Ct:). Consider now the verification of the complex Clifford relations. In order
to show that C(z)C(:') + C(z')C(z) = 0. it suffices to check the action on the
.t,,,,, employing an orthonormal basis in H for which : and:' are linear
combinations of e1 and e2. To verify that C(z)C(z')* + C(z')*C(z)
a similar procedure may be followed (alternatively, direct computation in an
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arbitrary basis gives the result). The remaining defining properties of the free
fermion field follow straightforwardly. 0

It follows from Scholium 1.14 that the space P of algebraic antisymmetric
tensors forms an algebra relative to tensor multiplication followed by antisym-
metrization. This algebra. generated by H, is isomorphic to the "Grassmann"
algebra over H, which is generated by H and a unit, with the relation x2 = 0
for all x in H. An essentially distinctive property of the symmetric and anti-
symmetric tensors, relative to other symmetry classes of tensors, is that the
subsets annihilated by symmetrization or antisymmetrization form ideals in
the algebra of all tensors (Segal, 1956a).

2.3. The real wave representation

In order to treat the analogue of the wave representation of the free boson
field, in which the canonical Q's are simultaneously diagonalized. it is con-
venient to introduce a formulation of Clifford systems in terms of P's and Q's
analogous to that for boson fields.

DEFINm0N: Let x be a conjugation on the complex Hubert space H. A dual
Clifford system over (H, x) (of variance c) is a system (K, P, Q) consisting of
a complex Hilbert space K, together with linear mappings P and Q from
into the bounded selfadjoini operators on K with the properties

P(x)P(y) + P(y)P(x) = c(x, y) = Q(x)Q(y) + Q(y)Q(x);
P(x)Q(y) + Q(y)P(x) 0

for arbitrary x and y in
If (K, 4)) is a given real Clifford system over H, the dual Clifford system

over (H, x) is defined as (K, P, Q) with P(x) = 4)(x) and Q(x) = 4)(ix) forx e

He,. Conversely, if(K,P, Q) is a given dual Clifford system, the correspond-
ing real Clifford system over (H. x) is defined as (K, 4)) with 4)(z) = P(x) +

if z = x + iy with x and y in
Where it is a matter of indifference, or the context makes clear, the type of

Clifford system under consideration—real, complex, or dual—the simple term
Clifford system will be used.

EXAMPLE 2.3. The dual Clifford system associated with the free fermion
field transforms less simply under the representation f of U(H) than do the
corresponding real and complex systems, but enjoys the following properties:

I) lfU€U(H)issuchthatxUx = U, then
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r(u)p(x)r'(u)-' = P(Ux), F(U)Q(x)f(U)' = Q(Ux)

for alixE H,,.
2) If M is any closed (complex-linear) subspace of H, and 1(M) is the uni-

tary operator on H such that i(M)x = ix for all x M while i(M)x = x
for allx€ M1, then forx€ M,

r(i(M))P(x)r(i(M)) -' = Q(x), f(i(M))Q(x)T(i(M)) -1 = —

while forx M1, r(i(M)) commutes with both P(x) and Q(x).

The wave representation for the fermion field cannot simultaneously diag-
onalize the Qs, since they do not commute with each other, but is analogous
to the wave representation for the boson field in representing them simulta-
neously as left multiplications acting on an algebra, which has also the struc-
ture of a pre-Hilbert space. in the boson case this algebra happens to be com-
mutative: it can be taken to consist of all sufficiently regular elements of
for a suitable measure space M. In the fermion case, the relevant algebra is
noncommutative, and some preliminaries are required to set it up. Later it will
be seen that both the fermion and boson cases can be viewed as representations
associated with an operator ring A in Hilbert space and a particular vector v
which may be called a "trace vector" (in physical applications, it is the free
vacuum state vector). For any such pair (A. v), there is a corresponding inte-
gration and L,,-theory analogous to the Lebesgue theory, as applied to a prob-
ability measure space M in which A is all multiplications on L2(M) by bounded
measurable functions and v is the function identically I.

DEFiNITioN. Let H,, be a real pre-Hilbert space of infinite or even dimen-
sion. The Clifford algebra over H,, (of variance c) is the algebra C (over the
complex field) generated by a unite together with the elements of H,,, with the
relations xv + yx = c(x, y)e, for arbitrary x and y in H,,. The unique linear
functional E on C such that E(ab) = E(ba) for arbitrary a and h in C. and
such that E(c) = 1, is called the trace on C. The canonical injection of H,,
into C will be denoted as

Before continuing, we explain why the functional E exists and is unique.
We use the fact that when H, is of finite even dimension n, C is

isomorphic to the algebra of all complex matrices of order where the * on
C is the unique adjunction operator relative to which every element of H, is
invariant, and the usual hermitian conjugate on the matrices. Only multiples
of the usual matrix trace have the indicated centrality property that E(ah) =
E(ba) for all a and b, among linear functionals on the matrices, and its multiple
by 2_F!12 is then the present trace. It follows that even when H, is infinite-
dimensional (the case of primary concern), the trace is unique if it exists at all:
for any element lies in the Clifford algebra over some finite and even-dimen-
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sional subspace of H,, and the restrictions to this algebra of any two putative
traces defined everywhere on C must agree. On the other hand, E may be
defined by essentially the same argument. More specifically, if a is a given
clement of C, which is generated as an algebra by H,,, then a is contained in
the subalgcbra C(M) generated by some subspace of finite even dimension;
and E(u) may be defined as the trace (normalized in the indicated fashion) of
the matrix representing u in the isomorphism of C(M) with a matrix algebra.
If N is another subspace with the same properties as M, the same value of
E(U) will be obtained because N and M may be simultaneously imbedded in
a larger subspace L of H, of finite even dimension. The restriction of the trace
on C(L) to C(M) has the characteristic properties of the trace on C(M), hence
agrees with it; the same is true with M replaced by N. Therefore, the traces on
C(M) and C(N) agree on the common part of these subalgebras of C(L).

THEOREM 2.3. Let H, be a real part of the given complex Hubert space H
(assumed of infinite or finite even dimension). Let (C, E) denote the Clifford
algebra C over H, together with its trace E. Let K' denote the Hubert space
obtained by completion of C with respect to the inner product (A, B) =
E(B*A). For arbitrary x H,. let P'(x) and Q'(x) denote the operators on K'
given by the equations

P'(x)u = i(Qu)x; Q'(x)u = xu

where Q is as earlier. Let v' denote the element e of K'.
Then P Q') is a dual Cl?fford system over H of unit variance, with

respect to H,, wit/i cyclic vector v'; and (K C v'), where C' is the corre-
sponding complex system, is unitarily equivalent to the subsystem (K, C, v) of
the free fermion field via a unique unitary transformation.

This unitary transformation from K to K' may be characterized as that
which. for every finite orthonormal .subset c1 of H,,, carries

into

in the proof for the boson case, an explicit unitary equivalence is set up
between a basis for the Hilbert space K of the particle representation treated
earlier and a basis of the wave representation Hubert space K'. This unitary
equivalence is in fact independent of the choice of basis.

The essentially new point of the proof is the following remarkable property
of the Clifford algebra as a noncommutative probability space: a similar prop-
erty is well known to be valid for the conventional isonormal probability dis-
tribution and in fact characterizes it among commutative probability distribu-
tions (cf. Kac, 1939).

LEMMA 2.3.1. Let H, be a real F-filbert space and let M1 (j = 1, 2 n)

be mutual/v orthogonal linear suhspaces (all of infinite or finite even dinien-
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sion). Let E denote the trace on the Clifford algebra C(H,j. Then. if zi,€
C(M1), E(u1u2 'un) = .

PROOF OF LEMMA 2.3.1. Note first that it suffices to show that for arbitrary
orthonormale1 =

it in the form

=

where each summand UJk is of the form ce1 • Cm for some constant c and or-
thonormal e1 em in Therefore

=
A1.. •.4,

=

=

E( ul.AI)''E( =
A..

In order to verify that = it is appropriate to make
USC of an explicit representation for the Clifford algebra. One that is often used
is as follows: we take n � m with n even, and represent the basis vector on
the tensor product of n copies of the two-dimensional vector space 2 by the
matrix

where

1'

=

A
= [? I

=

and the jth factor is A. Then

+ = (j,k = 1 it).

and mapping linear combinations of the e1 into corresponding combinations of
the a representation of the Clifford algebra over n-space into the complete
matrix algebra in a space of dimension 2" is obtained. The restriction of the
normalized trace on the latter algebra to the subalgebra representing the Clif-
ford algebra must agree with the functional on this subalgebra corresponding
to the trace on the Clifford algebra, by the unicity of the latter. Therefore, the
trace of any product of the c,. I j m, is the same as the normalized trace
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of the corresponding product of the Observing that A has vanishing trace,
it follows that this trace vanishes in all cases (m � 1).

PRoor OF THEOREM. it is straightforward to verify that (K: P Q') is indeed
a dual Clifford system over H with respect to H, (cf. Example 2.2). To show
its unitary equivalence with the system described in the preceding theorem,
we define explicitly a unitary transformation D from K to K' which imple-
ments this equivalence. Let be any well ordered orthonormal basis for H,,
let be the corresponding orthonormal basis for K (with = v if nQi)
= 0 for all and let denote the element of C given by the equation

= ( — CIII'

where I) C' < R(k) and these are the indices for which nQt) = 1 (with
= V if n(is) = 0 for all Then the y,,1., form an orthonormal basis for

K', and there exists a unique unitary transformation 0 from K to K' which
carries X,,(.) into yffl.,.

Note next that if (K: C') is the complex Clifford system corresponding to
the dual system (K: Q'). then

DC(z)x,,,.1 = (2.3)

for all z H and basis vectors Because of the complex-linearity of C(')
and C'('). it suffices to establish equation 2.3 in the case in which z is real.
Moreover, since IIC(z)lI c it suffices to check equation 2.3 on a dense
subset, and ultimately for a basis of H,, say the We may evidently sup-
pose that the notation is such that the e1, involved in ;,., are e1 and that
z is either an element e0 of the basis which is orthogonal to the e1 or
that it is one of them. In the latter event, both sides vanish, noting that

= 0 if I j � n. ln the former event, the left side is

D(k + = Dx,,,•, = YnM

where n'(I.L) = nUt) + b,9; and the right side is

— 12— + =

thus the required agreement holds.
Since Dv = V. it follows that (K, C, v is unitarily equivalent to (K c: v')

via the unitary transformation D. if 0 were not unique. say if D,(j = 1.2)
had the same property. then D, 1 02 would be a unitary opertor on K which
commutes with all C(z) and leaves v invariant. Since ;' is a cyclic vector lhr
the C(z), such a unitary operator must he the identity. it follows also that D
not only carries .tffl•, into v,,.1 for one particular orthonormal basis of H,,, hut
does so for all such bases; for any such 0 must implement the unitary equiv-
alenec between (K. C. ;') and (K C v'), and this unitary equivalence is
unique. 0
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COROLI.ARY 2.3.1. There exists a unique representation r' of U(H) on K'
with the properties

= C'(Uz), r'(u)v' = v'

far allzeH.
Moreover, aF'(A) � Ofor all nonnegative selfadjoint operators A on H.

Taking T'(U) = 'l'(U)D shows the existence of r'. The proof
of unicity is similar to that given forD. Recalling that àI'(A) is defined as the
selfadjoint generator of the one-parameter subgroup t e R}, it is ev-
ident in the particle representation (with the usc of spectral theory) that� 0 for all A 0, and hence the same is true of ar'(A) � 0. El

COROLLARY 2.3.2. r' is the unique continuous representation of U(H) on
K' enjoying the tran.!fi?rmation properties I and 2 given in Example 2.3.

PRooF. It suffices to show that the transformations considered in Example
2.3 generate a subgroup U' that is strongly dense in U(H). Since those unitar-
ies on H that are the identity on a cofinite-dimensional subspace form a
strongly dense subset of U(H). it suffices to show that any such unitary is in
U'. Actually, it suffices to show that every unitary that is the identity on the
orthocomplement of a two-dimensional subspace of H is in U', for such uni-
lanes generate U(n) for every n, as follows from the diagonalizability of uni-
tary transformations. Thus, it suffices to show that U(2) is generated by 0(2)
together with the clement

o

in U(2). On conjugating the generator

101

of the 0(2) subgroup of U(2) by the cited element, forming commutators, and
taking the linear span. a four-dimensional space. and hence the totality of the
Lie algebra of U(2). is obtained. 0

CoRoI.LARY 2.3.3. !f(K. P. Q. 1. v) is the free fermion field over the com-
plex Hither: space H (in terms of a dual Chflord system, with respect to the
real part Ha). and if denotes the generated by the Q(x). x

then
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I) v is a separating, cyclic, and trace vector for RQ;
2) the center of R0 consists only of scalars; and
3) R0 is an approximately finite ll1factor in the terminology of Murray and

von Neumann.

PROOF. The Clifford algebra C over together with the inner product
given on it have the properties

(ab, c) = (b, a*c) = (a, cb*); (ab, ab) � ca(b, b) = const.)

The first property is immediate from the definition; to derive the second, note
that (ab, ab) = E(b*a*ah)__but E is a positive linear functional, and a*a
c0 for a suitable constant (in the usual ordering on hermitian operators), so
E(b*a*ab) b). Moreover, C has a unit e. This means that the system
(C, (v)) forms a "Hubert algebra" (cf. SK). While a proof could be given
that is largely independent of the general theory of such algebras—the present
algebra is one of the simplest—in part it would reproduce an argument used
in the general theory. and we shall, instead, simply appeal to one of the basic
results about Hilbert algebras: if K' is the Hubert space formed by completion
of C with respect to the inner product (,'); if for any a C. La and denote
the operations of left and right multiplication by a, acting on C: and if L and
R denote the generated by the bounded extensions L,, and of
L,, and Ra to all of K'; then the commutor L' of L (i.e., the set of all bounded
operators T such that TL = LT for all L E L) is R, vice versa.

In the context of Corollary 2.3.3, L is R0 and R is the generated
by the R0, a H,. Consider now assertion 1. That v is cyclic for RQ is imme-
diate since RQv certainly contains C, which is dense. It is also cyclic for the

generated by the a H,, by the same token; hence it is sepa-
rating for the commutor of this algebra, i.e., for Now if A andB are any
operators in the algebra generated (purely algebraically) by the a C,
then it is an entirely algebraic fact about the trace that (ABv. v) = (BAy, v).

On the other hand, every operator M in R0 is a strong limit of a uniformly
hounded net of operators in by virtue of the fact that if a is

strongly dense in a then its unit ball is strongly dcnsc in the unit
ball of the (cf. Dixmicr. 1981). It follows by a simple approxi-
mation that (MNt', v) = v) for all operators M and N in Re—i.e.. V iS

a trace vector.
Now let A be an element of the center of R0, i.e., AX = XA for all X e RQ.

For any linear subspacc M of H, of finite even dimension, let RM denote the
generated by the Q(x) for x M: as an algebra. RM is finite-di-

mensional. being isomorphic to the Clifford algebra over M. Denoting as E(T)
the extension (Tv. v) of the trace to all of R0, the functional F(X) = E(AX)
defined forX R0 is linear and central, i.e., F(XY) = F(YX) for arbitrary Ye
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RQ. The restriction FM of F to RM has consequently the same property, and
must therefore conincide with a scalar multiple of the trace on RM. Thus, there
exists a scalar operator AM such that E(AX) = E(AMK) for all X E kM.

It will follow that A is a scalar operator if it can be shown that AM —. A
strongly as M — H,1. To this end, note first that IIAMII hAil. Again, this could
be proved directly in the present case but we shall rather appeal to a simple
general result, to the effect that ifS is a Wt-subalgebra of the R,
if E is a trace (central state) defined on R, and if A is any element of R, then
the operator A' in S such that E(XA) = E(XA') for all X S (the conditional
expectation of A with respect to S) has the property that IIA'hl s Second,
if u C, then AMU —÷ Au as M —. H,1, indeed AMu = Au for sufficiently large
M (depending on u), by a simple argument (or familiar property of conditional
expectation). It follows by approximation that AMU — Au for all u K'.

That R0 is an approximately finite factor simply summarizes the facts
that it has a trace, is a "factor" (i.e., has trivial center), and is generated by
the finite-dimensional subalgebras kM.

2.4. The complex wave representation

The development of an analog to the boson field complex wave representa-
tion for the fermion case depends naturally on the interplay between the real
and complex structures in the underlying Hubert spaces. It is necessary to
make this more explicit.

In the following there will be no occasion to consider the Clifford algebra
over H as a complex space with a complex quadratic form. (There is in fact
no unitarily invariant such form, just as there is no unitarily invariant complex
conjugation.) All Clifford algebras considered here will be over real spaces
with real forms and complex coefficients in the algebra itself. (They arc thus
somewhat analogous to the algebra of complex polynomials over a real linear
space.) In the case of a given complex space H, the following are unitarily-
invariant notions.

DEFINITION. Let H be a given complex Hubert space. The algebra
over H, denoted C(H), is defined as the Clifford algebra C(H') over the real
Hilbert space H'. The canonical injection of H (or H') into C(H) will be
denoted as (note that i is real-linear but not complex-linear.) An element u
of C(H) (resp. its Hubert space completion, denoted L2(C(H)) is culled halo-
morphic/antiholomorphic if it is in the subalgebra generated by the elements
of C(H) of the form + a)(ix) / — iTl(ix), x H (rcsp. its Hubert
space completion).
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The question may arise of whether a holomorphic/antiholomorphic element
of L2(C(H)) that lies in C(H) is also holomorphic/antiholomorphic as an ele-
ment of the latter. That this is the case will be a consequence of Theorem 2.4.
This involves the following analog to differentiation.

DEririlITIoN. A pseudo-derivation on a Clifford algebra C over a space L is
defined as a linear map a such that d(uv) = (lIu)v + (Qu)öv for all u, v c C.

THEOREM 2.4. Let H be a given complex Hubert space, and C(H) the Clif-
ford algebra over H. Let H denote the subspace 1(H) + itflH) of C(H),
consisting of all elements u of C(H) oftheform 71(x) + with x, x' H.
Let w H. 4i denote the operation of complex conjugation on C(H), i.e., the
unique antilinear automorphism of C(H) as a ring that extends the mapping
ti(x) + — itflx'),withxandx'inH.Then

i) for every nonzero z II of the form z = ti(x) ± x H, there is a
unique pseudo-dcrivation a on C(H) such that az = e and äy = 0 for
all y in H that are orthogonal to :; and

ii) a admits a bounded linear extension a. to all of L2(C(H)), and an ele-
ment u of this space is holomorphic if and only if t1,u = Ofor all: it
of the form: = 71(x) + x H (resp. antiholomorphic if FLu = 0
for all such z).

LEMMA 2.4.1. Let H' be a given real Hilbert space. and let H denote its
complex(fication H' + iH'. The mapping x 4 iy '— + from
H into the Clifford algebra C(H') is an isometrv.

PROOF. it is immediate that the mapping is linear and one-to-one, so what
is to be proved is that (x -F i.>. x' 4 iy') = + i71ls'), + i-q(y'9
for arbitrary x,y, xy' in H'. In fact, the right side of this putative equality is

2 tr ((1(x) + — ills")))
= 2 tr + + il](yfl$x') —
= (x,x') + (v,y') + i(v,x') — iCt,v') = (x + iv,x' + IV). D

LEMMA 2.4.2. Let H' be real Hilbert space, and let M denote any complex-
linear suhspace of TØH') + Then the subalgebra ofC(H' generated
b M and the idetitity is * -isomorphic (automatically in a trace-preserving
fashion) to the abstract Clifford algebra C(M) over M (relative to the restric-
tion oft/ic inner product 1i(A*B) on C(H') to an inner product on M).

PROOF. Since M is either even- or infinite-dimensional, the Clifford algebra
over M relative to the given inner product is simple; the nonzero *homomoN
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phism from C(M) to C(H') given above is thus an isomorphism. Since the
trace is unique, the isomorphism is neccssarily trace-preserving.

LEMMA 2.4.3. Let H' be a given real Hubert space, and H its complexifi-
cation, identified with ii(H') + nl(H') as in Lemma 2.4.1. If {e,J is an ortho-
normal basis for H', then the products where =

+ form an orthonormal basis for C(H).

PROOF. andJ, form an orthonormal basis for H', by Lemma 2.4.1
and a simple computation. Applying Lemma 2.4.2 and the standard form for
the basis of a Clifford algebra over a real Hubert space, relative to a given
orthonormal basis in the latter, the lemma follows.

PROOF OF THEOREM. Note that for arbitrary nonzero x in H = i(H) +
ni(H), and a and b in the subalgebra R(x') generated by the orthocomplement
of x in H, the a and xb are orthogonal, as a consequence of Lemma 2.4.3.
Using Lemma 2.4.3 once again, it follows that every element u C(H) may
be expressed uniquely in this form: a = a + xb.

Now defining .3u = b, then if a' = a' + xl".

uu' = (au' + xbxb') + (axb' + xba');

the term aa' + xbxh' is in R(x1), while axb' = x(Qa)b'. Thus

a(uu') = ba' + (Qa)b',
(äu)u' + (Qu)iiu' = b(a' + xb') + Q(a + xb)b';

so a is a pseudo-derivation. The remainder of assertion i) follows from the
observation that the difference of two pseudo-derivations with the given prop-
city is a pseudo-derivation which vanishes both on x and R(x'), and hence
vanishes identically.

To see that a is bounded in the norm, note that with :,as earlier,

lull? = IlaIP + IIxblI = 11x1121lh112

To show that if a is holomorphic. then ii,u = 0 for all: = 1(x) + ill(Lv), A

H. it suffices to treat the case in which a H, since the general case follows
by induction, using the fact that is a bounded pseudo-derivation. Now if a

H. and a is holornorphic. then a = + iTl(iy) for some e H. To show
that = 0, it suffices to show that (a, = 0, as follows:

+ i1(iy). — ii(ix))
= 2(1(v). 1(x)) — 2(i(y). + 2(il(iv), 1(x)) — 2(ir1(i%'), ñl(ix))
= Rc(v, x) + iRe(%'. ir) + iRe(iy, 4 — iv) = 0
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Suppose conversely that u and that = 0 for all z = Tl(x) +
l(ix), x H. Let M denote any finite-dimensional complex-linear subspace

of H that contains x and ix. Then I), commutes with the operation P of projec-
tion of L2(C(H)) onto C(M), as a subspace of C(H) (i.e., "conditional expec-
tation with respect to C(M)"). For if u = a + 2b as earlier, with 2€ M, then
Pu = Pa + 2Pb, by the property of conditional expectation with respect to a
subalgebra B that if q e Band if r is arbitrary inL2(C(H)), then P(qr) = qP(r).
(This property follows from the characterization of Pr as the unique elements
in the closure of B such that E(rt) = E(si) for all i e B.)

To conclude the proof for the holomorphic case, it suffices now to assume
that H is finite-dimensional. For, from the commutativity of P with it fol-
lows that if = 0 for all z as assumed, then &(Pu) = 0 for all z. Assuming
the finite-dimensional case, it then follows that Pu is holomorphic as an dc-
mentofC(H), butPu—. a as M—+ H.

Consider now the finite-dimensional case. Let {e11} be an orthonormal basis
for H, and set4 = Ti(e1,) + Then, by Lemma 2.4.3, every element
u C(H) is a linear combination of the fv(1)fv2) ... . If
= 0, then those members of the cited orthonormal basis of C(H) in
occurs have vanishing coefficient in the representation of a in terms of this
basis. lt follows that if = 0 for all then none of the basis vectors
involving one or more of the occurs, which means that u is holomorphic
according to the earlier definition.

The antiholomorphic case now follows by entirely parallel arguments. U

We are now in a position to show how the free fermion field over a given
complex Hubert space H can be simply represented in terms of the antiholo-
morphic spinors, as the space K' of antiholomorphic elements of L2(C(H))
may be termed, since the so-called spin representation of the Lie algebra of
the orthogonal group O(H) takes place in a Hubert space which may be nat-
urally represented as K'.

THIiOREM 2.5. Let H be a given [filbert space, let K' denote the space of
an::holornorphw spinors over H. and for x H. let 4(x) denote the operator
on L2(C(H)) given by 4(x) = 2 + For any unitary U on H. let
r,,( U) denote the unitary operator on L2(C(H)) that extends the aulornorphisni
of C(H) i/ia: in turn extends the operator U on H. Let r' denote the idc'ntitv c
in L2(C(H)).

Theti K' is invariant under the and ['0(U), and if 4'(x) and V'(U)
denote the re.strictions of these operators to K'. the quadruple 1. v')
is unitari!v equivalent to thefreefermion field over H.

PROOF. li is easy to check that 4(x) is selfadjoint. and that the Clifford
relations
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+ 4(y)4(x) = Re(x, y) (x, y e H)

are satisfied. Now if z H has the form z = i(x) — x E H, then
denoting as the extension of 4(•) to a homomorphism from C(H) into the
bounded linear operators on L2(C(H)), it is readily checked that the following
relations hold:

= 2- — R:Q); 4Y(!) = 2- + ReQ)

Supposing that u K', then the following relations hold:

u = 2"L, u. 4Y(!)u =

To check these relations, it suffices to consider the case in which u is a finite
product of elements of the form — where the {e1,} form an or-
thonormal basis for H, and in which x is itself a member of this basis. The
relations then follow straightforwardly. Hence K' is invariant under the
and 4Y(2), which implies in turn that it is invariant under the 4(x).

Since r'(U) carries the product

— (fl(C11(2)) —

into the product

— —

it leaves K' invariant. It is immediate that ["(U) satisfies the relations

F'(U)4'(x)T'(Lf) - = 1'(U)v = v for all U.

To complete the proof, it suffices now to show that F'(U(t)) has a nonnegative
generator for some strictly positive energy one-parameter unitary group on H,
and that v' is cyclic in K' for the 4(x). The latter is immediate from the relation
4)r(z)u = To verify the former, let U(t) = c"; then (Ti(U(1)x) —
rq(iU(i)x) = e"(i(x) — as is easily verified, from which it follows that
K' is spanned by eigenvectors of T'(U(t)) on which the generator has nonneg-
ative cigenvalues and so is itself nonnegative. D

COROLLARY 2.5.1. The (unique) unitary equivalence T between the complex
wave and particle representations of the free fermion field over a given Hubert
space H carries 'f'. = T](e,,) — il(ie1j, being any ortho-
normal basis of H, into A being the antisvmmetri-
zation projection.

PROOF. Using the stochastic independence of the e, and ic, in the Clifford
algebra. it follows that form an orthonormal basis in K'. as the
vary over the given basis of H. It has already been determined that the putative
corresponding vectors in the particle representation space. say form an
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orthonormal basis there. Consequently there exists a unique unitary operator
carrying the one basis in K' into that in K,,. Denoting this operator as T, it is

immediate from its definition that it makes the respective vacuum state repre-
sentatives correspond. Since flU) is uniquely determined, for any unitary U
on H, by the property that flU)v = v and that r(U)C(z)r(U) -' C(Uz)
for all in some spanning subset of H, it suffices, in order to conclude the
proof, to show that

=

for all y that are one of the e1. If 1 j � k, then both sides vanish, so it may
be supposed that y is another basis vector, say e,. Then

C(e0)f,f2' 2- — 14(ic0))f,ff = 2-

where z = — Now applying an equation obtained in the proof
of Theorem 2.5, it results that

C(e0)f,f' '.1k = fJ,fr
which is carried by T 'into ((n + I )!)"2 A(c,,®e,Ø• On the other hand,

=
= (n +

since consists of antisymmetrized tensor multiplication by e,) followed
by multiplication by (n + The observation that the opcraton of antisym-
metrized tensor multiplication commutes with antisymmetrization with re-
spect to a subset of the variables involved completes the proof.

The use of the unicity theorem in the proof of Theorem 2.5 is avoidable,
being readily replaced by considerations in the proof of Corollary 2.5.1, which
independently establish the equivalence of the structure given in the theorem
with the particle representation of the free fermion field.

The explicit form of the intertwining operator between the complex and real
wave representations for the free fermion field is obtained straightforwardly
by combining the equivalences of the wave representations with the particle
representation which have been obtained. Specifically, with the same notation
as earlier, the (— i2 - e1e2• c,, in the real wave representation corresponds
to in the complex wave representation. relative to an arbitrary ortho-
normal basis in H.

Problems

I. Let be an orthonormal basis for the 1-lilbert space H, and let C(;)
denote the creation operator for the vector z e H in the free fermion field. Let
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= i.e., the annihilation operator for the nih "mode." Show that
the number operator N = t9r(I) equals X,, where the sum is convergent
in the strong topology.

2. Let (K, 4), f, v) denote the free fermion field over the Hubert space H.
Show that the representation of the unitary group on H given by U —.

is irreducible. (Cf. Segal, 1956a.)
3. With the notation of Problem 2, let x be a conjugation on H, and let

U(H) consisting of transformations that commute
with x (i.e., the orthogonal group on H,,). Show that the restriction of to

is irreducible if and only if H is infinite-dimensional. (As in the boson
case, this result is due independently to K. Okamoto et al. and J. Pedersen.)

4. Let S be the space of all tensors in the algebraic direct sum I =
that are annihilated by antisymmetrization. Show that S is an ideal in the ten-
sor algebra T.

Bibliographical Notes on Chapter 2

The particle representation for the universal fermion field (in its invariant
Hilbert space form) is due to Cook(1953). See Segal (l956b) for the real wave
representation and its unitary equivalence to the particle representation. The
complex wave representation was developed by Shale and Stinespring (1964).
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Properties of the Free Fields

3.1. Introduction

The free fields appear as a natural mathematical extension of classical lines
of investigation. Notable among these are those of Schur, Weyl, and Brauer
on the decomposition of tensor representations of the classical groups; Wie-
ncr's work on functional integration and its further developments by Cameron
and Martin, Kac, and others; and a variety of developments in number theory
concerned with the symplectic group and theta-functions, along lines treated,
e.g., by Cartier, Igusa, and Weil. ldeas connected with free field algebra arc
involved in works of Bernstein, Leray, Quillen, and Vcrgnc, among others.

In this chapter we give mathematical characterizations of the free fields on
the basis of simple physical properties. It will be seen that, in essence, the
fundamental desideratum of positive energy, together with the assumption of
"canonical" commutation or anticommutation relations is sufficient to pick
out the free fields from an enormous class of other fields. Before getting to
this point, however, it would seem interesting to display some of the simpler
general properties of the free fields. In part, these arc analogous to familiar
finite-dimensional results. For example, the infinite unitary group U(H) con-
tinues to act irreducibly on the space of symmetric tensors over H of a given
rank, etc. But there are some surprising differences, in part in the nature of
simplifications in the infinite-dimensional cases; e.g., the orthogonal group
O(H') on a real Hubert space acts ergodically on n) when H' is infinite-
dimensional, quite unlike the finite-dimensional case.

Familiarity with such properties of the free fields will convey some feeling
for the relations between the finite and infinite-dimensional situations, further
prepare the ground for the consideration of general statistics, and help to con-
solidate the analogy between the boson and fermion cases.



3.2. The exponential laws

How are the free fields over the direct sum H1EDH2 of two Hubert spaces
related to the free fields over each of H1 and H2" At first glance this might
appear as a dry formal question, but the answer is surprisingly simple and
useful.

THEOREM 3.1. The free boson field over a direct sum of Hubert spaces is
the tensor product of the corresponding free boson fields, in the following
sense:

If H1 (j = 1, 2) are given Hubert spaces, and (f(K, W, r, v) is the
free boson field over their direct sum H H,EBH2, then K is unitarily equiv-
alent to K1®K2 in such a way that

W1(z1)®W2(z2), F1(U1)®T2(U2),
and v v1®v2

where (K1, W1, I'1, v1) denotes the free boson field over H1, ; is arbitrary in H1,
and U1 is arbitrary in U(H,).

Symbolically, we may write B(HEE)H') B(H)®B(H'), where B(H) de-
notes the free boson field over H. This result, suitably formulated (in terms of
von Neumann's concept of infinite products of Hilbert spaces with distin-
guished unit vectors), is equally applicable to infinite direct sums of Hilbert
spaces, as a corollary to the case of a direct sum of two spaces and the von
Neumann theory.

PROOF OF THEOREM. Note first that in any free boson field, the vacuum
vector v is a cyclic vector for the Weyl operators W(z). To set up a unitary
equivalence between K and K1®K2, we make correspond to
(W1(:1)®W2(z2))(v1®v2), z, being arbitrary in H,. Since these vectors span K
and K1®K2 respectively, there exists a unique unitary transformation T from
K onto K1®K2 such that = provided
that the respective inner products are equal; i.e.,

(W(z1E3z2)v,

=

Using the fact that for any free boson field

(W(z)v, v) = exp( — ¼ 112112),

it is easily seen that the above equation holds.
It is a direct consequence of this construction for T that I =

W1(:1)®W,(z,) and Tv = To show that I =
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r,(u,)®r2(u2), it suffices to note that the latter operator leaves v1®v2 fixed
and that it transforms W1(z1)®W2(z2) by conjugation in a fashion correspond-
ing to the transformation of W(z1$z2) by r(U1$U2). U

In the fermion case, thc exponential law represented by Theorem 3.1 cannot
hold without some modification, because the Clifford operators 4)(z) and 4)(z')
for orthogonal z and z' anticommute, rather than commute; thus it is impossi-
ble that 4)(z + z') 4)(z)®4(z') in a simple formal sense. But with the inser-
tion of a suitable twist, the boson results generalize appropriately. The twist
in question is provided by the automorphism Q which played a considerable
role in the preceding chapter.

THEOREM 3.2. Thefree fermion field over the direct sum of Hubert spaces
is the skew product of the corresponding free fermion fields in the following
sense:

If HJ(J = 1, 2) are given complex Hilbert spaces, and tf(K, r', v) is the
free fermion field over their direct sum H = HIEBH2, then K is unitarily equiv-
alent to K10K2 in such a way that

41(z)®12 + Q1®42(z2),
r(U1EBu2)
v

where 12 = Q1 = fl — li,,), (K1, r1, denotes the fret' fermion field
over H1, ; is arbitrary in H1. and is arbitrary in U(HJ).

Symbolically, we may write F(HEDH') where F(H) de-
notes the free fermion field over H. and Q is called the skewproduct. As in the
case of boson fields, this result also can be extended to infinite direct sums.

PROoF OF THEOREM. We define a unitary transformation T from K®K2
onto K by choosing orthonormal bases {ç} and {J} in H1 and H?. and mapping

into Xm(. I (in the notation of Section 2.2). In order to show that
T(C1(z)®12 + Q1®C2(w))T = C(z®w), it suffices by continuity to prove
this for the cases when and w are finite linear combinations of the ç
and by linearity is suffices in turn to prove this when and w are among the

It then suffices to establish the equality of the operators in question in
their respective actions on the basis vectors XmI.l®X,I.I or .ç,,. • respectively.
It may then be assumed that either z is among the with rnQt) = 0. and w =
0. or z = 0 and w is among theft with n(v) = 0; for if m(rs) = 1 or n(v) = I,
then both sides vanish. In the case when z * 0 while w = 0. the equality to
be checked is



Properties or the Free Fields 99

T(C1(e0)®12)T '3m(.)+n(.)

In the real wave representation. relabeling indices as in Chapter 2 and assum-
ing = e1 e,, and = .' the left-hand side takes the form T(e0e1

em®fi = Xm•()+fl(.) where = + b110. By the definition of
T this agrees with the right-hand side. with the convention that all precede
all V. In the case z = 0 and w = thc left-hand side takes the form

eJ1
= =

where m = and ii'(v) = ii(v) + The right-hand side isf(,(e1

('m)(fi ''fn) N I)m(ei and so agrees with the left.
By construction, T carries into v. To show that is as

stated. it suffices, noting that it leaves v invariant, to show that it transforms
the C(zEDw) iii the same way as does T(r1(U1)®r2(U2))T- 1• By the defini-
tion, C(zew) is transformed into C(U1z€)U2w). On the other hand, under
transformation by F(U)®1(U2), C1(z)®I + Q1®C2(w) is carried into
C1(U1z)®l + since Q1 commutes with all flU1). and the re-
quired equality follows. LI

3.3. Irreducibility

The irreducibility of the free boson and fermion fields over a given Hilbert
space has already been seen. In this section a different proof is given that uses
positivity in a way that is often effective. We recall that a selfadjoint set R of
operators is one such that if A R. then A* R.

THEOREM 3.3. Let II he a nonnegative selfadjoint operator in a Hi/bert
space K such thai a unique vector v (within proportionality) is annihilated by
H. Let R denote a selfadjoint set hounded linear operators on K for which
v is cyclic, and suppose that e"Rt' - " C Rfor alit R. Theti R is irreducible
on K.

PROOF. It is no essential loss of generality to assume that R is an algebra.
since it may otherwise be replaced by the algebra it generates. Assuming this.
Rr is dense in K. Letting P denote the projection of K onto an R-invariant
subspace, then PR = RP for all R R. hence (PRy. v) = (RPv, v). Setting
r(,) = e"°. then f(i)v = v and r(t)Rfl,)-' e R for all : R and R e R. from
which it follows that (Pfl:)Rv. v) = (Rr(1)- 'Pi', v). Since the right side of
the equation can be extended to a bounded analytic function in the lower half-
plane, and the left side can be extended to a bounded analytic function in the



100 Chapter 3

upper half-plane, (Pr(t)Rv, v) is independent of t. This implies that Pv = cv
by virtue of the unicity of v and cyclicity of v for R, where c is a scalar. Now
returning to the equality PR = RP and letting u be arbitrary in K, it results
that (PRy, u) = (RPv, u). But since Pv = cv, this gives the equation (Rv, Pu)
= c(Rv, u) The cyclicity of v for R then implies that (x, Pu) = c(x, u) for all

x K, whence Pu = ãu, which implies in turn that P = 0 or!. 0

COROLLARY 3.3.1. The free boson and fermion fields over a given complex
Hubert space H are irreducible under the respective Weyl or Cljfford opera-
tors, W(z)or4(z).

In either case, set H to be ar(1), v to be the vacuumvector, and R
to be the totality of the W(z) or 4(z), z H. The hypotheses of Theorem 3.3
are then satisfied. 0

LEXICON. The operator N = aI'(1) is called the "number of particles" or
"number operator." The subspacc represented in the particle representa-
tion of the free fields by the n-fold symmetrized (resp. antisymmetrized) tensor
power of H, and definable as the eigenspace of N with cigenvalue n, is called
the "n-particle subspace."

3.4. Representation of the orthogonal group
by measure-preserving transformations

Let L be a real Hilbert space, and let 0(L) be the group of all orthogonal
transformations on L. Since the observation (of Koopman) that a group of
measure-preserving transformations induces canonically a unitary representa-
tion of thc group, and the subsequent application of this idea to classical me-
chanics (notably by von Neumann), there has been considerable development
of the theory of such "flows." We shall not require a highly structured defi-
nition, but simply define a flow as a system (G, T, M, en), where G is a group.
M is a space, T is an action of G on M as a transformation group, and m is a
measure on M that is left invariant by the group action (or. on occasion, is
such that any Iwo translates under G are mutually absolutely continuous). A
kind of converse of Koopman's observation was emphasized by Wiener, who
gave a way to represent suitable orthogonal transformations as measure-pre-
serving transformations on "Wiener space," a space of continuous functions
interpretable physically as Brownian motion paths. In algebraic essence, how-
ever, Wiener's construction (later extended by others) is tantamount to the
application of the representation r associated with the free boson field.
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In this section the canonical "lifting" or transfer of an orthogonal group to
a group of measure-preserving transformations is developed, and it is shown
how an extensive class of ergodic flows may be derived from this construction.
We recall that a flow is ergodic if there exist no invariant measurable sets,
modulo null sets, other than the entire space M and the empty set; this is equiv-
alent, as is easily seen, to the nonexistence of invariant measurables, other
than constants. Ergodic flows have much the same role in the general theory
of flows as irreducible representations have in the theory of group representa-
tions: every flow is obtainable as a type of direct sum or integral of ergodic
flows.

Koopman's observation applies to the group of transformations 0(L) acting
on the generalized measure space (L, g), where g is the isonormal distribution
on L, by virtue of the invariance of g under orthogonal transformations on L.
We recall that the idea consists in associating with a given measure-preserving
transformation T on a measure space (M, m) the unitary transformation U(T)
on L2(M, m) defined by

U(T):f(p)-.f(T 'p).

It should be noted that any such transformation T determines a corresponding
transformation T on the measure ring M of (M, n:), consisting of the Boolcan
ring of all measurable sets in M modulo null sets; T is a measure-preserving
Boolean automorphism of M; if E is a measurable subset of M, T carries the
corresponding residue-class E modulo the ideal of null sets into the residue
class of T(E), and the measure ,i1(E) of E is defined as that of E.

It is evident that U(T) has the property that if it carries f into f' and g into
g', and iffg m), then it carriesfg intof'g'. It is not difficult to see that
this property is characteristic of the unitary transformations on L2(M. m) that
arise from measure-preserving automorphisms of the measure ring. It is more
complicated to show that any such automorphism may be defined by a mea-
sure-preserving point transformation, if not on the space M then on some mod-
ification with an isomorphic measure ring to (M, m); but we shall have no
occasion to use this result, The essential point is that the notion of a measure-
preserving transformation is conceptually equivalent to that of a multiplicative
unitary transformation on L2.

DEFINITION. If T is any linear transformation on the real space L, the cor-
responding operator .r + i Tx + i7v on the complexification H of I will
be denoted as Tr and called the complexification of T.

1HEOREM IA. Let L be a real Hubert space and let G be a subgroup of
0(1) that leaves no finite-dimensional subspuce of I invariant. Then U(Gr)
acts ergodically on L2(L, g).
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LEMMA 3.4.1. Let U and V be unitary representations of a group G on
complex Hubert spaces H0 and whose tensor product has a nonzero in-
variant vector. Then both U and V leave invariant a nontrivial finite-dimeit-
sional subspace.

PROOF. Let x denote an arbitrary conjugation on and let denote the
representation xVx of G. Then has a nontrivial finite-dimensional subspace
if and only if V does. Thus it suffices to show that if the tensor product U ® %?

has a nonzero invariant vector, then both U and V have nontrivial finite-di-
mensional invariant subspaccs.

To this end, let w be a nonzero invariant vector for U ® Then for each
fixed vector x in H0, the function of y, (x ® xy, w), is an antilincar function
of y, and so has the form (u, y) for some vector u in Setting u = Tx. it is

easy to verify that T is bounded and linear, and that TU(a) = V(a)T for all a
in G. It follows that U(a) commutes with T*T, which is a Hubert-Schmidt
operator, since for any finite orthonormal set e,. e, in H,1,

11w112. As the spectral manifolds of T*T reduce U(a), it follows that U must
have an invariant subspace of positive finite dimension. By symmetry, the
same is true of V.

PROOF OF THEOREM. Let (K, W, 1, v) denote the free boson field over the
complexification H of L. Ergodicity then means that the only invariant vectors
in K for all 1(g'), g E G. are those of the form Ar, A C. To show this, let u
be any invariant vector, and. let u,, denote its component in the n-particle sub-
space; then u, is likewise invariant under all f(gi. g G. On the other hand,
the n-particle subspacc K, is a subspace of the n-fold unrestricted tensor prod-
uct H®-- •®H, and the action of 1(gc) on K,, is the restriction of the n-fold
tensor product g'®' . -®g' from the unrestricted n-fold product to the symme-
trized subspace. Thus if admits a nontrivial invariant vector under the
I(g). so also does H®" •®H under the g'®- - with g G. but this is
impossible by Lemma 3.4.1 together with the hypotheses that G leaves no
nontrivial finite-dimensional subspace of L invariant (this condition implying
that Gt leaves no finite-dimensional subspace of H invariant). U

COROLLARY 3.4. 1. Let G be a group of unitary operators on the complex
Hubert space H leaving invariant no nontrivial fini:e-dunenswnal subspacc.
l'hen (K, W, F', v) denotes the free boson field over H, the only invariant
vectors for 1(G) are the scalar multiples of i.

PRooF. This is simply a reformulation of what was established in the pre-
ceding proof. 0
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The theorem is applicable to the fermion case with a natural extension of
the notion of ergodicity.

DEFiNITION. A group of automorphisms of a is called ergodic
if the only invariant projections are 0 and I.

EXAMPLE 3. 1. In the case of the free boson field over the complexification
H of L, the flO') for arbitrary 0 0(L) induce automorphisms y(0): X i—p

r(0)xT(0)-' of the Q generated by the 4(x) with x L. (The
4(x) are unbounded; one defines the they generate by their
bounded functions in the standard sense.) In this way 0(L) is represented as
an automorphism group of Q, and its action is ergodic. For if P is any invariant
projection in Q, then Pv is an invariant vector in K. By the ergodicity in the
earlier sense established by the theorem. Pv = av for some scalar a. But r is
a cyclic and separating vector for the maximal abclian algebra Q, so P = a!.

Conversely, the absence of any nontrivial invariant projection in Q implies
ergodicity in the original sense. This may be seen most naturally by the unitary
equivalence of K with L2(Q. v). where the latter notation refers to the space of
all closed densely defined operators on K with domain containing v that are
affiliated with Q, in the sense that they commute with all unitaries in the corn-
mutor Q' (or, equivalently, have polar decomposition with partially isometric
constituent and bounded functions of their selfadjoint constituent in Q. In the
present instance, in which Q is abelian, all such operators arc normal. Endow-
ing L2(Q, v) with the inner product (S, 7) = (Sv, Tv), the map Q: T i—' Tv is

unitary from L2(Q, v) onto K, and has the property that QS'Q-' = S for
arbitrary S Q, where S' denotes left multiplication by S acting on L2(Q, v).

An invariant element of K will consequently have the form Sv for some S
L2(Q, v) that is invariant under the unitary extension of y(0r) from Q to all of
L2(Q, v). But the spectral projections of S are then also invariant, for an auto-
morphism of a that leaves invariant a normal element will also
leave invariant its spectral projections in Q. This implies the lack of nontrivial
invariant elcmerns in L2(Q, v), and hence the ergodicity in this original sense.
(The foregoing argument may seem slightly pedantic, but is designed to sub-
stantially subsume the fermion case.)

CoRoLiARY 3.4.2. Let L be a real Hubert space. Then 0(L) acts ergod:-
callv on the Q generated hr the Q(x), x e L, via the auwmor-
phisms induced hr the 117') far T e 0(L) (with the prevwuslv used notation
regarding the free fermion field).

This follows directly by the argument fur Corollary 3.4. 1 in the



Chapter 3

light of Example 3.1 which applies without essential change to the fermion
case. U

Theorem 3.4 may be used to characterize the functionals that are based on
a given closed linear subspacc. If M is a closed linear subspuce of the complex
Hubert space H, an clement of the free boson (resp. fermion) field—by which
we mean an element of the associated Hubert space K—is said to be based on
M in case it is in the cyclic subspace generated by v under the action of the
W(z) (resp. with z M. It is readily shown from Theorem 3.1 that a
vector u K is based on M if and only if it is invariant under all I(U) with U
an arbitrary unitary on H that is the identity on M. But the following stronger
result holds.

COROLLARY 3.4.3. Let G be a group of unitary operators on the complex
Hubert space H that leaves invariant the closed linear subspace M, but leaves
no finite-dimensional subspacc of M invariant, and whose restrictions to the
orthocomplement of M are the identity operator. Let (K, W. r, v) denote the
free boson (resp. fermion) field over H. An element u K is based on M if
and only if it is invariant under all r'(U) with U G.

PROOF. The proof is left as an exercise. Li

A further strengthened result, applicable to arbitrary measurable functionals
that are not necessarily squarc-integrable, is applicable in terms of the real
wave representation. In this connection a measurable functionalf on (L, n), L
being a given real Hilbert space, is said to be based on the closed linear sub-
space M of L in case any of the following equivalent conditions is satisfied:
(i) f is a limit in measure of tame functionals based on subspaces of M; (ii)
every bounded Borel function! is a limit in L2(L, n) of tame functionals based
on subspaces of M; or (iii)f is measurable with respect to the 0-ring generated
by the coordinate functionals on M (within the Boolean ring of all idempotent
measurable functionals).

COROLLARY 3.4.4. Let G be a group of orthogonal on the
real Hilber: space L which leaves invariant the closed linear subspace M, but
leaves invariant no subspace of positive finite dimension, and whose restric-
tions to the orthocomplemeni of M are the identity operator. A measurable
functional on (L, n) is based on M1 if and only if ii is invariant under G.

PROOF. The proof is again left as an exercise. U
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3.5. Bosonlc quantizatlon of symplectic dynamics

In the foregoing it has largcly been assumed that there is given a priori a
complex Hubert space inhabited by single-particle wave functions, or classical
fields. In actuality, it frequently happens that a complex Hubert space struc-
ture is not given to start with, but rather a lesser structurc—symplectic or
orthogonal, depending on whether bosons or fermions are involved—together
with a temporal evolution group (often contained in a larger symmetry group)
leaving the structure invariant. The complex Hubert space structure must be
sought on the basis of the desiderata that it should extend the given limited
structure and be invariant under temporal evolution; and, in expression of the
physical constraint of stability, this evolution should be represented by a one-
parameter unitary group whose sclfadjoint generator is positive. In terms of
this new structure, the original symplectic dynamics becomes unitary, and the
quantized boson field associated with this symplectic dynamics is shown to
exist and to be equivalent to the free boson field over the derived Hubert space.

Such a complex structure plays a generally fundamental role in quantum
mechanics (in the treaunent of ferinions as well as bosons, cf. below, e.g.,
regarding the Dirac "hole" theory). This role is often obscure in the familiar
literature, which uses complex structures derived from successful precedent,
or somewhat opportunistically on occasion, rather than determined from gen-
eral principle. The importance of the complex structure in a symplcctic (or, in
the case of fermions, an orthogonal) context is clear from the dependence of
the energy concept on the complex structure. Without a complex structure, in
a real space, the eigenvalues of the generator of time evolution will be conju-
gate complex numbers—pure imaginary ones in the simplest cases. But cor-
relation with the experimental use of the notion of energy represents it as a
real number. At the same time, observational convention fixes positivity rather
than negativity of the energy as the basic constraint in the description of stable
systems, increased stability being observed as the experimentally defined en-
ergy decreases. Although in some contexts a complex structure is given or
arises very simply (e.g., by Fourier transformation and restriction to the pos-
itive-frequency component), it may be inappropriate in its original form (e.g.,
in hole theory). In any case, i is effectively not simply an absolute entity such
as ir or but a conveniently chosen matrix J such that F = —1.

Consider for example the differential equation

(D + m2)p + Vip = 0 (3.1)

where V is a given bounded continuous, nonnegative function on euclidean
space and = — on M4 (Minkowski space, represented as R x R").
Let L denote the class of all real solutions to equation 3.1 that arc in
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at each time, and let 5(s) be the linear operator on L that maps the solution
p(t, •) into ç(t — s, •), where the solution is regarded as a function of time
with values that are functions on space. The general theory of evolutionary
differential equations shows that there is a unique element of L having given
Cauchy data cp(t0, ) and that are in and that 5(t) acts contin-
uously on L (in the direct sum topology on the Cauchy data at arbitrary times).
There is a simple, natural symplectic structure in L that is invariant under S.
defined by the antisymmetric form A on L:

A(p1, cp2) = (p1(t), c3,p2(t)) — (p2(t),

= S —

i.e., the inner product in the first equation is in and the time t is arbi-
trary, the result being independent of: as a consequence of equation 3.1.

If this form A is substituted for the imaginary part of the inner product in
the treatment of the free boson field given earlier, a natural definition of the
"quantization" of equation 3.1 emerges. Specifically, one wants a system
(K, W, r, v) as earlier, with, however, r limited to be one-parameter unitary
group rather than a representation of the full unitary group on a Hilbert space.
This may or may not exist; but when it does, it is unique and connected with
the introduction of a complex prc-l-lilbcrt space structure in L. Whether it
exists or not, there is always a quantization, in which temporal
evolution is represented by a one-parameter group of automorphisms of the
algebra (see Chap. 5). But in general there is no mathematical reason for such
a group to admit a vacuum state; it is only physical stability that is indicative
of its existence. It will be seen that a vacuum exists if and only if an appropri-
ate complex Hubert space structure can be introduced, which is the case if and
only if the symplectic action is "stably unitarizable"—in which case this uni-
tarization (defined below) is unique.

DEFINITION. Let S(-) be a continuous one-parameter group of symplectic
transformations on the symplectic vector space (L. A). The system (L, A, 5) is
unirarizable if there is a complex pre-l-iilbcrt space structure on L such that
the imaginary part of the inner product equals A, and such that S extends to a
continuous one-parameter unitary group U on the Hilbert space completion H
of in this case (H, U) is said to he a uni:arizaiion of (L, A, S). A unitary
group U is stable (resp. strictly stable) if the selfadjoint generator of U(•) is
nonnegative (resp. positive). A quan:izaiion of the system (L.A. S) is a sys-
tem (K. W, f, v) consisting of a complex Hilbert space K. a Weyl system over
(L, A) with representation space K, a continuous one-parameter unitary group
r on K such that r(t)w(z)r(t)-' = W(S(i)z), and a unit vector v in K such
that fl:)v = v for all :. Such a quantization is said to be stable in case the
unitary group [1') is stable.
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Before treating the quantization of symplectic systems, we note some quite
general properties of complex structures in temporally evolving linear sys-
tems. These clarify the mathematical role of positivity of the energy and will
be used later.

SCHOLIUM 3.1. Let U(') be a strictly stable unitary group on the complex
Hilbert space H. and let T be a continuous real-linear transformation on H
that commutes with U(t)for alit e R. Then T is complex linear. In particular,
any real-linear closed invariant subspace is complex-linear.

PROOF. Let T denote the unique real-linear operator on H such that
Re((Tx, y)) = Re((x, Ty)) for all x, y H. Let A denote the selfadjoint gen-
erator of U(), and set 1(z) = Ty), g(z) = (eMTx, y), for z in the
half-plane Re(z) � 0. Then I and g are bounded and continuous in the half-
plane and analytic in its interior, and Rcf(t) = Re g(t) fort R. Thus the real
part of the bounded analytic function h(z) =f(z) — g(z) in the upper half-
plane vanishes on the real axis. By the Schwarz reflection principle it can be
continued analytically into the entire plane and remains bounded there. By
Liouville's theorem, h is identically constant. Since A is strictly positive, h =
0.

It follows thatf = g, and in particular (Tx, y) = (x, T'y) for all x, y H,
whence (Tix. y) = (ix, Ty) = i(x, Tv) = i(Tx, y), which implies that Tix
= iTx. Thus T is complex linear. If in particular, M is a real-linear closed
subspace invariant under the UW. the real-linear projection P on W having
range M commutes with the U(t), implying that P is complex-linear, whence
so also is M. U

The following corollary to the proof of the scholium will be useful in the
later treatment of fermions.

SCHOLIUM 3.2. Let U(') be a one-parameter orthogonal group on the real
Hubert space H with inner product Then there exists at most one com-
plex structure J on H with the following properties:

1) H acquires the structure of a complex Hilbert space iffor arbitrary x,
y H the inner product y) is defined as S(x. y) — iS(Jx, y), and for
arbitrary real a, b, (a + ib)x is defined as ax + bfx;

ii) J commutes with the U(i)for all t R: and
iii) The seifadjoirn generator of the one-parameter unitary group on H rep-

resented by U(-) I by virtue of ii)J is positive.

PROOF. The real part of (U(1x, y) is S(U(t)x. v). By an argument given in
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the proof of Scholium 3.1, (U(t)x, y) is determined by S(U(')x, y). The com-
plex structure is thereby determined. 0

The direct analog of Scholium 3.2 for bosons, which will be used later in
this section, involves the introduction of a complex structure into a given lin-
ear symplectic space (L, A). A complex structure J on L is called symplectic
ifA(Jx, Jy) = A(x, y) for all x, y €L, and called positive in case A(Jx, x) � 0
for all x€ L. It is invariant relative to a given symplectic group if it commutes
with all thc symplcctics in the group. Given a symplectic and positive complex
structure in (L, A), L can be given the structure of complex pre-Hilbert space
by the definition (x, y) = A(Jx, y) ÷ iA(x, y). 1ff is invariant under a given
symplectic transformation T on L, T will be unitary relative to this complex
pre-Hilbert structure.

Scuol.wM 3.3. Let U(S) be a one-parameter group of sympleclic transfor-
mations on the linear symplectic space (L. A). Then there exists at most one
complex structure J on L that is invariant, positive, symplectic. and such that
the selfadjoint generator of the one-parameter unitary group U(') in the com-
pletion of L as a complex Hilbert space is positive.

Paoor. This is the same as for the preceding Scholium with the replacement
of the real by the imaginary part. 0

THEOREM 3.5. With the foregoing notation, suppose that there exists a sta-
ble quantizazion of(L, A, 5). Then there exists a complex Hubert space H and
a sympk'ctic isomorphism Tfrom the linear subset L() ofL spanned algebrai-
ca/h by the vectors of the form S(i)x — x. x L. into a dense subset of H,
such that the closure U(t) of is a unitary and strictly stable continu-
ous one-parameter group on H.

PROOF. We remark to begin with that although in practice L0 will be dense
in L, this will obviously not be the case without some restriction to the effect
that S acts nontrivially. In case, for example, S(t) is the identity for all 1. the

stability constraint on the quantization is vacuous, and no nontrivial conclu-
sion can be drawn. it will be seen that the restriction to the subset L0 is a
natural one.

LEMMA 3.5. 1. Lctfhe a bounded continuous complex-valuedfunction on R
such thatf(0) = 1 and

f(s + t)f(s — a') =f(s)21f(t)12 (3.2)
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for s 1, lJ. Thenf(s) = exp(ias — b2s2)for suitable real constants a and

PROOF. Let g(t) = log 11(01; then g is well defined and continuous in some
neighborhood oft = 0, and g(0) = 0,

g(s + t) + g(s — t) = 2 (g(s) + g(t)J

for s and t sufficiently near 0. Setting s = 0, it follows that g is even, and by
a simple induction on the positive integer n, that g(n:) = n2g(t) for nt C I —

EJ, for some fixed positive number c. Setting !z(t) = g(t)r2, then Is is contin-
uous for ItI £ (0, E) and has the property that h(nt) = h(t) for nItI (0, E); or,
equivalently, hO) = for itt (0, E). lt follows that hO/n) exists
and is the same, say k, for all t with itt C €, showing that hO) = k for such .

Thus If(t)I = exp(kt2) for sufficiently small a' > 0. Taking absolute values
in equation 3.2, and replacing t by s, the interval on which 11(01 has the stated
form doubles, and by induction it follows that 11(01 = exp(kz2) for all t, im-
plying that k = —& for some real b. Now dividing equation 3.2 by the equa-
tion resulting from it by taking absolute values, the following functional equa-
tion forf(t)/jf(r)J = p(t) results:

p(s + t)p(s — t) = p(s).

In particular, taking t = s, it follows that p(2s) = p(s)2; and setting x = s +
t, y = 5- t,

p(x)p(y) = p('/2(x + y)) = p(x + y),

showing that p is a continuous character on R, and hencc of the form p(t) =
can H

LEMMA 3.5.2. Let M denote the subspace of all vectors in K that are left
invariant by the and suppose v, Mforj = 1, 2, 3, 4. Denoting S(t)x as
x,. then for all x and y in L.

(W(x,)v1, W( —y)v) W(',')v4)

and

(W(v)v, WI — .t,h'2) (W( — %Y( —x,)v4)

are independent oft, and equal.

PROOF. By the Weyl relations,

(W(x,)t',, W( —Y)v2) =

e I#t(va,) (W( —y)v3. W( — xjv4).
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Multiplying the equations together, it results that

(W(x,)v1, W( — W(v)v1)

= (W(y)v1, W( —x,)v2) (W( —y)v3, W( —x,)v4).

On the other hand, using the invariance of the v1 under the r(t), for any v
M, W(x,)v = T(t)W(x)v, and substituting in the last equation, it follows that
each factor on the left side of the equation can, as a function of t, be extended
to a bounded holomorphic function in the upper half-plane. By the same to-
ken, each factor on the right side of the equation can be extended to a bounded
holomorphic function in the lower half-plane. It follows as earlier that both
sides are constant as functions of 1. 0

LEMMA 3.5.3. Suppose z L has the property that (W(sz)v, u) = Ofor all
s I — 1, 1] and all u that are invariant under r(:) and orthogonal to v. Then
there exist real constants a and b such that (W(sz)v, v) = exp(ias — b2s2), s
R.

PROOF. Apply Lemma 3.5.2 with v1 = v2 = v1 = v4 = v, x = sz, andy

= rz; then

(W(s:,)v, W( — rz)v) (W(s:,)v, W(rz)v)

= (W(rz)v, W( — .czjv) (W( — rz)v, W( — sz,)v),

both sides being independent oft. Settingf(s) = v), the right side of
this equation takes the form f(s — r)f(s + r), taking t = 0. On the other
hand, W(szjv on the left side may be expressed as flt)W(sz)v = e"11W(sz)v,

where H denotes the selfadjoint generator of the one-parameter group F. The
holomorphic continuation of (W(sz,)v, W( — rz)) to the upper half-plane then
takes the form, as a function of the complex variable t + iu, u > 0,

W(—rz)), which for t = 0 and u —p tends to (PW(sz)v,
W( — rz)v), where P is the projection of K onto M.

Using now the hypothesis on W(sz). PW(sz)v = W(sz)v, where P, is the
projection onto the one-dimensional subspacc spanned by v, so that PW(sz)v
= (W(sz)v, It follows that the left side of the equation under consideration
may be expressed asf(sF and Lemma 3.5.3 follows now directly from
Lemma3.5.l. U

LEMMA 3.5.4. For arbitrary x L. there exists e > 0 such that for all X
I — E. E] and t R, z = X(x, — x) has the property described in Lemma 3.5.3.

PROOF. Applying Lemma 3.5.2 with v1 = = v1 = v, = a, where a
M and (a. = 0. and v = x, it results that the second expression given there
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vanishes identically due to the orthogonality of u and v, so that the first ex-
pression likewise does so:

(W(xjv,W(—x)v)(W(x,)v,W(x)u) = 0.

Since each of the two factors in the last equation is holomorphically extend-
able, at least one of them vanishes identically. In particular, (W(x,)r, W(x)u)
= Oforalltunless(W(2x)v,v) = 0.

Setting y = Ax, then for sufficiently small X, (W(2sy)v, v) 0 for s

1, 1J, by continuity, implying that (W(s(y, — y)v, u) 0 for all t and all u
M that are orthogonal to v, as stated by Lemma 3.5.4. U

LEMMA 3.5.5. Let 4(x)forx L denote the selfadjoin: generalor of the one-
parameter unitary group {W(ix): t R}. Then a) v is in the domain of 4(x)for
.r L0. b) if T denotes the map

T: x 14(x)v — (4(x)v, v)vJ

from L1, into K, then T is symplectic from L3 to a complex linear .subset of K;
and c) TS(i)x = T(t)Txfor alix L0 and :€ R.

PRooF. Suppose: is as in Lemma 3.5.4 for some x 1. Then, by Lemma
3.5.3, (W(s:)v, v) = cxp(ias — b2s2) for all s and suitable constants a and b
(depending on z). Then v is in the domain of 4(z), since

(s'(W(sz) — I)v,s'(W(sz) — l)v)
= — 2Re(W(sz)v.v)) = — exp(—h2s2)cos(as)J,

which remains bounded as s —' 0.

It follows readily from the Weyl relations (Chapter 1) that if v D(4(x))
and v D(4)(y)), then v D(4(x + y)). and 4)(x + y)v = 4(x)v + 4(yW.
This fact together with the result just obtained establishes (a).

As earlier seen (by differentiation from the Weyl relations), (4(x), 4(y)I C
— iA(x,y)l. It follows from this that for any vector v which is in the domain
of 4(x)4(y) (and hence in that of 4(y)4(x)),

Im(4(x)v. = Y2A(x,y). (3.3)

On the other hand, equation 3.3 is meaningful if v is only in the domains of
4(x) and 4(v): and it remains true, in fact, in this more general situation, as a
consequence of the fact that the restriction of (or 4(y)) to the domain of

is essentially sclfadjoint. This follows from considerations similar to
those in the proof of Theorem I . 1. and the details are omitted.

Using the last paragraph, it follows that
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lm(Tx, Ty) = 2 lm(4(x)v — (4(x)v, v)v, 4(y)v — (4(y)v, v)v)

= 2 4Sy)v) = A(x,y),

showing that T is symplectic. Note that the range of T is contained in the
orthogonal complement of M, since it is immediate that (Tx, v) = 0 from the
definitionofT, whileifu€Mand(u,v) = 0, andifzisoftheformy, — y
for y L, then (W(sz)v, u) = 0 for sufficiently small s; differentiation with
respect to s then implies that (cf(z)v, u) = 0, hence (Tz, u) = 0 for all z L0.

Note also that the range ofT is invariant under the F(t), since it is immediate
that TS(t)x = F(t)Tx for all x L0, and that the restriction of F(S) to the
closure R of the range ofT leaves no nonzero vector fixed. Applying Scholium
3.1, it follows that the closure R of the range ofTis a complex-linear subspace
of K; it is only necessary to apply this result to the projection whose range is
R. This completes the proof of b) and c). 0

LEMMA 3.5.6. For all z L0 and all u M that are orthogonal to v,
(W(z)v,u) = 0.

PRoOF. Let L1 denote the set of all elements z L0 such that the conclusion
of the lemma holds. From Lemma 3.4.4, we already know that for any z 1.0,
there exists 0 such that Ia L1 if A E, €]. Therefore it suffices to show
that L is closed under addition. Suppose that z and z' are in L1. Define (x, x')
= (Tx, Tx') for arbitrary x and x' in L0. Then by the Weyl relations,

(W(z)v, W( — z)u) = e"2(Q (W(z)v, W( — z)u)

for arbitrary real s. As earlier, the left side of the foregoing equation extends
to a bounded holomorphic function in the upper half-plane, while the right
side does so in the lower half-plane, implying that each side is constant. It
follows that

= (W(z')v,v)(v,W(—z)u) = 0,

and substituting s = 0, it follows that (W(z + z')v, u) = 0. 0

LEMMA 3.5.7. (W(x)v, v) = k(x) exp( — ¼ x L0, where k is a char-
acter on L0.

PROOF. An argument similar to that for the proof of Lemma 3.5.6 shows
that for arbitraryxandyin L0,

(W(x + y)v,v) =

Taking y = —x, it results that

RW(x)v,v)1 = exp(—¼ IN!2),
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and on utilizing this it follows from the preceding equation that if k(x) is de-
fined as (W(x)v, v) exp(¼ Qxfl2), then k is a character. 0

LEMMA 3.5.8. For arbitrary x L and real t, (W(x, — x)v, v) is real.

It follows from the Weyl relations that

f(t) = (W(x, — x)v, v) (W(x, + x)v, v) = (W(x,)v, W(x)v) (W(x,)v, W(—x)v).

Lemma 3.5.2 implies that f(z) is independent of t. Hence f(:) = f(O) =
(W(24v, v). Similarly we have

g(z) = (W(x — x)v, v)

v) that

I = f(t)/g(t) = (W(x, — x)v, v)I(W(x — xjv, v),

which implies that (W(x, — x)v, v) is real since (W(x, —x)v, v) is the complex
conjugate of(W(x v). Using Lemma 3.5.7, it follows that (W(x)v, v)
Oforallx. 0

Theorem 3.5 now follows by combining results given in Lemma 3.5.5, tak-

ing H as the closure of the range ofT, with Lemmas 3.5.6, 3.5.7, and 3.5.8.

0

3.6. Fermionic quantization of orthogonal dynamics

in the last section it was shown that a given linear symplectic dynamics was
stably quantizable as a boson field if and only if the given dynamics was stably
unitarizable, and that the resulting quantization was essentially unique and
equivalent to the boson field over the complex Hubert space resulting from the
unitarization. Although at first glance the fermionic case may look essentially
different, nevertheless the parallel theorem holds here—notwithstanding the
negative frequencies that occur in physical fermion models, so-called "hole
theory," etc. This is one more of innumerable instances of parallels between
the boson and fermion cases, and is important for the physical interpretation
of fermionic systems exhibiting symmetry between fermions and antifermions
(which, in the case of charged particles, have opposite charges).

In the fermionic case there is given a linear orthogonal one-parameter
group, rather than a symplectic group. Fermion fields have no direct classical
analog, so this group lacks superficial formal resemblance to a classical dy-
namics. Let L be a given real topological vector space, S a continuous non-
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degenerate symmetric form on L, and V' a continuous one-parameter orthog-
onal group on (L, 5). The question is that of the existence and uniqueness of
a stable fermionic quantization of the system (L, 5, V), defined analogously to
that in the boson case. The basic case is that in which S is positive definite,
and the topology in L is derived from the corresponding metric, in which case
it is no essential loss of generality to assume that L is complete.

THEOREM 3.6. Let L be a real Hubert space with corresponding positive
definite symmetric form S. Let V' be a continuous one-parameter orthogonal
group on L, leaving no nonzero vector in Lfixed. Suppose that there exists a
system (K, r', v) such that

i) K is a complex Hilbert space;
ii) 4) is a (real) linear map from L into selfadjoint operators on K such

thatfor all x,y€L, 4)(x)4)(y) + 4)(y)4)(x) = S(x,y);
iii) F(S) is a continuous one-parameter group on K such that for all t R

andx L, F(t)v = v and 4)(V(t)x) =
iv) is stable; and
v) v is cyclic for the totality of the 4)(x), x L.

Then there exists a unique complex Hilbert space structure on (L, 5) such
that S(x, y) = Re(x, y)for alix, y L, and such that V(') is unitary and strictly
stable on this Hilbert space, H. Moreover, (K, r, v) is unitarily equivalent
to thefree fermion field over H, apart from the restriction of F to V(S).

Conversely, if the latter conditions are fulfilled for some complex Hilbert
space structure H on (L, 5), then there exists a quantization of the indicated
type, which is unique within unitary equivalence.

PRooF. Let4) be extended to the real Clifford algebra C over (L, 5) as an
algebraic homomorphism, likewise denoted by 4), and let E(u) denote
(4)(u)v, v). To begin with it will be shown that the "n-point function" E(x1x2

is uniquely determined by L, 5, and V under the hypotheses of the the-
orem. Consider first E(x), x L. This is a continuous real linear functional of
x by virtue of the Clifford relations, which imply that II4)(x)vII = 2"21N1. Hence

there exist unique vectors y and y' in L such that E(x) = S(x,y) + iS(x, y').
On the other hand, E(V(t)x) = E(x), which by the uniqueness of y and y'
implies that V(—t)y = y and V(—t)y' = y' for all t. But by hypothesis, V
leaves no nonzero vector fixed, so that y =y' = 0, showing that E(x) = 0

forallx€L.
Now let x and y be arbitrary in L, let x, = V(t)x, and apply £ to both sides

of the relation + yx, = S(x,, y), obtaining

Re(E(x,y)) = Re(E(yx,)) = ½S(x,,y).
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Now E(x,y) is as a function of t the boundary value function on the real axis
of a bounded analytic function in the upper half-plane. Observe next the

LEMMA 3.6.1. For arbitrary x L and u K, (F(t)4)(x)v, u) is the boundary
value for t on the real axis of a bounded analy:icfunctionf(z), z = t + is, in
the upper half-plane, and f(is) — 0 ass—>

PROOF. The nonnegativity of the selfadjoint generator H of F(t) implies the
existence of the indicated bounded analytic extension by the spectral theorem.
LIP is the projection of K onto the null space of!!, then

limf(is) = lim (e"4)(x)v, u) = (P4)(x)v, u)

This is a continuous linear functional of x—which is moreover invariant under
V(S), by the hypothesized intertwining relations—and must vanish by the same
argument as in the proof that E(x) = 0.

PROOF OF THEOREM, CONTINUED. Lemma 3.6.1 implies that the analytic
function in the upper half-plane extending tends to 0 as s —> cx'; since its
real part on the real line is uniquely determined in terms of(L, S, V), it follows
that the two-point function is uniquely determined in terms of (L, S, V).

The n-point functions for n> 2 may be determined by induction as in the
proof of Theorem 2.1. Thus the linear functional E on C is determined by
(L, S, V), and it follows by the canonical association of representations with
positive linear functionals that K, 4), and F are similarly determined. Now
consider the real-linear map from L into K, T: x which is orthog-
onal by virtue of the anticommutation relations. The range R of T is accord-
ingly a closed real-linear subspace of K. Moreover R is orthogonal in K to the
null space N of the generator H of F(S), as a consequence of Lemma 3.6.1.
Now the restriction F+(t) of r(t) to the orthocomplement N has a
positive selfadjoint generator. But it follows from Scholium 3.1 that an in-
variant real subspace of such a one-parameter unitary group is necessarily
complex-linear, and the intertwining relation F(t)Tx = TV(t)x shows that R
is indeed invariant under r÷(.). Transferring the consequent complex struc-
tare in R to L by the isometry T, the result is a complex Hilbert space structure
on L such that Re((x, y)) = S(x, y). As T interwines the action of V and of
F+, V(.) becomes a unitary one-parameter group with positive generator. The
unicity of this complex structure is then a consequence of general theory as
earlier.

The converse follows similarly from Theorem 2.1. D
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Problems

1. Let L denote the space of real solutions having compact support in
space at every time to the equation 0 p + (c + V)p = 0 on R X where
c is a constant and V is a given bounded continuous function. Let S(t) denote
the one-parameter symplectic group in L defined by the equation. LetA denote
the symplectic form defined in Section 3.5.

a) Show that if c � 0 and V is nonnegative there cxists a unique stable
unitarization for S(•). Compute the requisite complex structure.

b) Show that if c <0 and V = 0 there exists no stable unitarization for S(').
2. Develop the analog to Problem 1 in the context of the abstract equation

p"(:) + Ap(t) = 0, where A is a given selfadjoint operator in a real Hubert
space H', using Cauchy data in subspaces contained in the ranges of the spec-
tral projections for A corresponding to bounded intervals.

3. Derive the ergodicity of the flow corresponding to Brownian motion,
which may be defined as follows: let x(r) be the stochastic process on R deter-
mined by the conditions that for any finite set of times < <''< t,,. the
x(t1), x(12) have ajoint Gaussian distribution such thatx(12) — x(r1) has
mean 0 and variance '2 — and is stochastically independent of x(14) — x(13).

Let M denote the corresponding probability measure space, and let K denote
the closure in L2(M) of the set of all polynomials in the differences x(z) —
x(:'), as t and 1' vary. The flow is given by the unique unitary transformation
U(s) on K that is multiplicative and carries x(:) — x(t') into x(t + s) — x(t'
+ s). (Hint: consider the isonormal process on L2 (R), f—. ff(t)dx(t), and

observe that no finite-dimensional subspace of L2(R) is invariant under tem-
poral translation.)

3. Let U(•) be a continuous one-parameter unitary group on the Hilbert
space H that leaves no nonzero vector fixed. Show that there exists a unique
complex structure J on H that stably unitarizes U(') as an orthogonal group in
the following sense: let S(x, y) = Re((x, y)) and consider the orthogonal space

S). Then J is required to be to commute with the U(t); and
the generator of U(t) relative to the new inner product

(x, y)' = S(x, y) — iS(Jx, y)

in the l-lilbert space H' in which the action of i is changed to J. is required to
be positive. Compute J explicitly.

Bibliographical Noteson Chapter 3

The measure-preserving action of the orthogonal subgroup of the unitary
group on boson fields in the real wave representation was treated by Segal
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Segal. The ergodicity of the flow associated with Brownian motion was treated
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energy quantization was treated by Sega! (1962) and generalized by Weinless
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4

Absolute Continuity and Unitary

Implementability

4.1. Introduction

A certain class of divergences in quantum field theory originates in the fail-
ure of the Stone—von Neumann uniqueness theorem. In general, there is no
unitary equivalence between different irreducible canonical systems over the
same space; or, put in terms of theoretical physical practice. the putative uni-
tary equivalence in question is "divergent."

A simple example may be provided by the canonical transformation p =
+ qj,qj = qj(j = 1 ii), andjust what happens to it whennbecomes
infinite. (We are working here modulo rigorous details, which follow from the
Weyl relations; it is simpler conceptually to use the Heisenberg relations.) it
is evident that the p and q are again a canonical system, i.c.. satisfy the
Heisenberg relations. The unitary equivalence is easily written down explic-
itly, as in all cases of linear canonical transformations:

(p q') = U (p. q)U, where U = + q3 + ... )/2);

the operator U is of course unique within a constant factor.
Now consider the case of an infinite number of dimensions, in which the

p's and q's are those for a free boson field, relative to an orthonormal basis in
the underlying single-particle Hilbert space. The primed operators still exist
and satisfy the Weyl relations (modulo rigorous details of formation of clo-
sures, etc., readily supplied by Weyl-relation techniques similar to ones pre-
viously employed). However, the operator U makes no sense, the infinite sum

having no meaning. and the slight freedom in the definition of U. namely
the ambiguous constant factor, is of no help in the matter. In a word, the
"operator" U is divergent; this does not prevent theoretical physicists from
trying to use it as if it existed, but clarifies the emergence of "infinities" (such
as the matrix elements of the nonexistent operator U) and presents a mathe-
matical problem.
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Does there exist, in the infinite-dimensional case, any unitary operator U on
the boson field Hubert space K such that

= q =

We shall develop techniques for dealing with such questions, and see that the
answer to this specific question is negative (as it usually is in the infinite-
dimensional case, except in a few simple—though interesting—instances).

Having come up against a crucial apparent difficulty, it will be seen in
Chapter 5 that a partial remedy, which at least restores uniqueness analogous
to that of the Stone—von Neumann theorem, is the consideration of an appro-
pnatc on which the canonical transformation can be effected as
an automorphism.

It turns out that the criteria for unitary implementability are closely related
to those for absolute continuity of probability measures (or noncommutative
analogs thereof) on infinite-dimensional linear spaces. At first glance this
might seem odd, but on reflection one sees that, if two measures arc mutually
absolutely continuous, the operation of multiplication by the square root of the
Radon-Nikodym derivative of one with respect to the other is a unitary map
of one of the L2 spaces into the other, which transforms the multiplication
algebra of one into the other. It is also true that any algebraic isomorphism of
one multiplication algebra onto the other is unitarily implementable in this
fashion; i.e., the respective measures are mutually absolutely continuous, the
unitary operator just described exists, and so on. In the case of a boson field
the canonical q's generate the multiplication algebra of a relevant measure
space (cf. the real wave representation), and these considerations thereby ap-
ply. With the usual cx post facto reinterpretation, the same comments apply
to fermion fields.

The results obtained will permit suitable extensions of the harmonic and
spin representations to the infinite-dimensional case. It turns out that general
symplectic (resp. orthogonal) transformations on the single-particle space can
be represented by automorphisms of but (in general) have no
unitary implementation in the free field representation. There is only an in-
variant subgroup of elements that, roughly speaking, commute with i within a
Hilbert-Schmidt operator. that can be so represented in extension of the finite-
dimensional case.

4.2. EquIvalence of distributions

We begin by recalling and extending some earlier functional integration
considerations. One type of equivalence of distributions that has already been
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considered is that defined by mutual absolute continuity. If L is a given real
topological vector space, then two distributions m and n are equivalent in this
sense if and only if there is a s-isomorphism between the respective algebras
of measurables that carries m(f) into n(f), for all fin L*. Alternatively, in
and n are equivalent in this sense if there exists a unitary transformation U
from L2(L, m) onto L2(L, n) such that the operator of multiplication by
m(f) is carried by U into that of multiplication by n(f) on the latter Hubert
space: = for alIf in L*. When L is finite-dimensional, in
and n are equivalent in this sense if and only if the corresponding countably
additive probability measures in L have the same null sets.

The notion just described was called algebraic equivalence, to distinguish it
from the following stronger notion. Two distributions m and n arc metrically
equivalent, denoted m n, in case there exists an isomorphism between their
respective algebras of measurables that not only carries m(f) into n(f) for all

but is integral- or expectation-preserving. The distinction is similar to that
between a measurable transformation and a measure-preserving transforrna-
tion.

One criterion for metric equivalence involves the concept of a multiplicative
unitary transformation from one L2 space to another. This is a unitary transfor-
mation U with the property that if f, g, and fg are all in L2, then U(fg) =
U(f)U(g).

THEOREM 4.1. Let m and n be distributions on the real topological vector
space L. Then m n if and only if there exists a multiplicative unitary mapping
ufrom L2(L, in) onto L2(L, n) such that = allf€

PROOF. We simplify the notation here by setting M1 for and N1 for
Regarding the "if" part, observe that for arbitraryf1 and for

any Borci set B in RA the probability that (m(f1) m(fk)) e B may be repre-
sented as (c(M11 M1)l. 1), where c8 is the characteristic function of B.
and 1 is the functional identically 1 on L. A multiplicative unitary mapping U
from one L2 space over a probability measure space to another commutes with
the formation of Borel functions, and maps I into I, by standard commutative
spectral theory. It follows that (ca(M,1 1) = I),

showing that m n.
If, on the other hand, it is given that in n, then a unitary transformation U

may be defined from L2(L, in) onto L2(L, n) by first defining U0 on the dense

domain of bounded Borel functions b(m(f1) m(fk)) of finitely many of the

m(f) as the map carrying this functional into b(n(f1) Then it is not
difficult to verify that U0 is isometric and multiplicative on this domain and
has dense range, and so extends uniquely to a unitary transformation U from
all of L2(L. m) onto L2(L, it) which is readily seen to remain multiplicativc.D
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COROLLARY 4.1.1. Let m be a given distribution on a real topological vector
space L, and let G be the group of all nonsingular continuous linear transfor-
mations T on L such that m mT. Then there exists a unique unitary represen-
tation U(') of G on L2(L, m) such that

U(T)- = f€ T€ G.

PROOF. This is an immediate deduction from Theorem 4.1 for the special
case in which L2(L, m) and L2(L, n) are identical. 0

EXAMPLE 4.1. Let g be the isonormal distribution on the real Hubert space
H'. Then for any orthogonal transformation Ton H', g. Consequently
there exists a unitary representation U(S) of 0(11') on n) which carries g
into in the sense that multiplication by g(x) is carried into multiplication
by g(T*x), for allx€ H'. This unitary operator U(T) is the same as the operator

where denotes the complex-linear extension of T to the complexifi-
cation H of H', acting on the Hilbert space K of the free boson field over H
in the real wave representation.

More generally, let n be the normal distribution on the real Hubert space H'
of mean 0 and covariance operator A, where A is nonsingular. If T is any
orthogonal transformation on H' that commutes with A, it is easily seen that
nT n, the normal distribution being determined by its mean and covariance
operator, which are not affected by the transformation T. Consequently, there
exists a unitary representation r of the centralizer of A in 0(H') on L.(H', n)
with the property that 'M,,J(T) = with the same notation as
earlier.

43. Quasi-invariant distributions and Weyl systems

The construction in Chapter 1 of a Weyl system from a quasi-invariant dis-
tribution can be regarded as an appropriate parallel to the construction of the
Schrodinger representation. Conversely, a quasi-invariant distribution may be
derived from a Weyl system. This is described in the next theorem, the general
idea of which is briefly as follows: let (K, W) be a cyclic Weyl system over

where L is a given real linear topological space. Setting W1L* = V.
and denoting as aV(x) the selfadjoint generator of the one-parameter group
fV(zx): :€ R}, then the mapping ä:x F—' aV(x) is essentially linear from L* into
a commutative set of selfadjoint operators in K. Here essentially linear means
linear with respect to strong operation.c in the (partial) algebra of unbounded
operators, in which the usual operations are followed by the operation of form-
ing the closure. These closures exist bccause of the commutativity of the range
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of ÔV. Morc specifically, it is known that the totality of normal (possibly un-
bounded) operators whosc spectral projections are contained in a commutative

form a linear associative algebra over the complex number field,
with respect to strong operations. By spectral theory, any such is

*-algebraically isomorphic to the bounded measurables on a measure space,
and the indicated normal operators (which are affiliated with the given
algebra) then correspond to possibly unbounded measurables. Thus, a fails to
specify a predistribution essentially only in that a specific measure, and not
merely an absolute continuity class, needs to be specified, and that this mea-
sure should be normalized to a total of unity on the whole space. The latter
normalization is always possible in a separable Hilbert space, and once a dis-
tribution is obtained this way, the Weyl relations show that is it quasi-invari-

However, given a quasi-invariant distribution, the full specification of a cor-
responding Weyl system involves in addition a multiplier (or cocycle). Jf S is
any continuous representation of a group G on a Hilbert space K, a multiplier
for S is defined as a function T from G to the bounded linear operators on K
such that S(-)T(-) is again a continuous representation of G on K. Such a mul-
tiplier is said to be relative to a given ring A of operators on K in case its
values lie in the commutor A'. Two multipliers are said to be equivalent rel-
ative to A if they are unitarily equivalent via a unitary operator in A'.

THEOREM 4.2. Let m be a quasi-invariant distribution on a real linear space
L (zopologized algebraically). For arbitrary x L, let denote the distribu-
tion m,(X) = m(X) + X(x), X L*. For arbitrary x L and X L*, let U(x)
and V(X) be the operators on K = L2(L, in) defined as follows:

U(x)0(F) = 0(F,)
V(X)0(F) =

Here 0(F) is the element of L2(L, in) corresponding to the tame function F. and
= F(x + y). Then (U, a Weyl pair over (L, L*), with the alge-

braic topology on L.
Conversely. V) is any Wevi pair over (L, L*) such that {V(X): X

has a cyclic vector, then there exists a quasi-invariant distribution in on
L and a multiplier Sfor the component V0 of the Weyl pair (lJ(,. VQ). obtained
from in as in the preceding paragraph. such that (U. V) is unitarilv equivalent
to (U0. SVO).

PROOF. The first part of the theorem is just a restatement of Theorem 1.5.
Conversely, suppose (U, V) is a Weyl pair over (L, L*), with representation
space K and a cyclic unit vector v for V in K. Lct A denote the (abelian) W*.
algebra generated by the V(X). By spectral theory. the system (K. A. v) is on-
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itarily equivalent to (L2(M), M, I) for some probability measure spaceM with
multiplication algebra M. In particular, if Q(A) denotes the selfadjoint gener-
ator of the one-parameter unitary group V(tX), I R, Q(X) may be represented
as a random variable on M, and Q(•) then defines a distribution over L. The
Weyl relations show that

U(x)Q(X)U(x)' = Q(x) —

implying that Q() is quasi-invariant, and moreover that U(x) induces the au-
tomorphism of M corresponding to the translation through x. This means that
U(x) must coincide with the operator similarly designated in the first part of
the theorem, apart from an x-dependent factor that commutes with every cle-
ment of M, and is consequently a multiplier. 0

This result is readily extended to the case of a given Weyl pair for which V
is not necessarily cyclic, through the use of spectral multiplicity theory, ap-
plied to the ring generated by the VOW). The general system is then seen as a
direct integral of parts of uniform multiplicity, each part being a tensor product
of a system such as that just treated, with a Hubert space of the appropriate
multiplicity, on which the Weyl operators act trivially.

In the case when L is finite-dimensional, the Stone—von Neumann theorem
shows that the multiplier may be eliminated, i.e., is inessential. This can be
interpreted as related to the vanishing one-dimensional cohomology of a finite-
dimensional L, the cohomology class being defined as the quotient of the
closed modulo the exact 1-forms, where however, a generalized notion of
form must be employed.

To this end, an exact I -form on I is defined as an equivalence class of
measurable functionals on L, relative to the given distribution m, where the
equivalencef—' g means thatf — g is constant. A closed 1-form is defined as
an assignment to each finite-dimensional subspacc F of I of an equivalence
class of measurable functionals on L, where the cquivalencef means that
f — g is based on X(x) = 0 for all x F}—this assignment being
required to have the consistency feature that if F C F', F' also being finite-
dimensional, then restriction to F of the equivalence class assigned to F' yields
that assigned to F.

These notions are formally identifiable with corresponding ones for differ-
ential 1-forms on finite-dimensional spaces whose coefficients are appropri-
ately generalized functions. A representative example of a form which is
closed but not exact on an infinite-dimensional real Hilbert space H is (sym-
bolically) where the are coordinates relative to an orthonormal
basis. This form assigns to each finite-dimensional subspacc F of H the mea-
surable functional where the YA arc coordinates relative to any
orthonormal basis of F. Thus in each finite number of dimensions this form
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restricts to an exact form, but there is no actual measurable functional corre-
sponding to on H, so the form is inexact although closed on all of
H (cf. Segal 1 959a).

4.4. Ergodlcity and irreducibility of Weyl pairs

In case L is finite-dimensional, the Weyl pair (U, V) associated with any
given quasi-invariant distribution on L, as in the first part of the preceding
theorem, is irreducible, This is not the case for arbitrary quasi-invariant distri-
butions, or, to put it another way, a quasi-invariant distribution need not be
ergodic with respect to the group of translations on L. One useful case in
which irreducibility may be concluded is described in Theorem 4.3. In this
connection, a distribution on a real Hubert space H' is said to be the direct
sum of distributions m1 on submanifolds of which H' is the direct sum in
case = and the are scochastically independent for differentj.

THEOREM 4.3. The Weyl pair determined by an L2-con:inuous quasi-invari-
ant distribution on a real Hubert space is irreducible provided it is a direct
sum of (stochastically independent) distributions on finite-dimensional sub-
manifolds.

PROOF. It will be convcnient here to consider the distribution as selfadjoint-
operator-valued, rather than random-variable-valued. This can be attained by
replacing each random variable by the operation of multiplication by it, acting
on L2; expectation of random variables is then replaced by expectation of op-
erators, in the state defined by the state vector 1.

Note now that the U(x) generate the same R as that determined
by the m(x) (i.e., gencrated by the spectral projections of the multiplications
by the m(x)). This is maximal abelian, being the multiplication algebra of
the underlying probability space. Hence any bounded linear operator T on
L2(H m) that commutes with both the U(x) and VQ') is an clement of R that
commutes with all of the V(y).

To conclude the proof of irreducibility, it therefore suffices to show that the
only operators T in R such that a,(T) = T for all y, where is the automor-
phism R, S — V(y) 'SV(y) (S R), are scalar multiples of the identity. To
this end, let PM denote the operator of projecting in) onto the subspacc
L2(M, m) of operators based on M (i.e., affiliated with the deter-

mined by the m(x) with x E M). Then M ranges over the
directed system of finite direct sums of the given stochastically independent
subspaces, since these subspaces span and m is continuous.
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Noting the validity of the corollary when dim(H) < 00, follows that to
conclude the proof, it suffices to show that commutes with the action of
for y M, i.e., PMCLY(S) = for arbitrary S R. To this end, note first
that both sides of this putative equality, to be denoted (E), arc in the subalge-
bra RM determined by mIM. For the left side this follows from the observation
that PMS is identical to EISIRM] for arbitrary S R. For the right side of (E),
this follows from the defining characteristic of V(y), showing that fory M,
V(y)'SV(y)€ RM ifSc RM.

Thus to establish (E) it suffices to show that both sides have the same con-
ditional expectation with respect to RM. which by the definition of conditional
expectation reduces to showing that for arbitrary selfadjoint X RM,

= EIa(PM(SflX].

The left side of this proposed equation is identical to which in turn
equals EISa where = dnz,Jdrn. On the other hand, since cc '(X)
is in RM,

= EIPM(S)a; = EIE{PM(S)D,IRM}a; '(X)]

Using the multiplicative properly of conditional expectation when one factor
is affiliated with the subalgebra. the last expression reduces to
EIPM(S)ct; '(X)E{DYIRM}I, which by the definition of conditional expectation
equals '(X)E{DJRM}J. Hence the stated equality holds if (and only if)
E{D,IRM} = which follows directly from the circumstances that M and its
orthocomplement are stochastically independent and that y M. D

EXAMPLE 4.2. The isonormal distribution on a real Hilberl space H' is the
direct sum of the isonormal distributions on the one-dimensional subspaces
spanned by any orthonormal basis. These arc stochastically independent, and
Theorem 4.3 yields an alternative proof of the irreducibility of the Weyl sys-
tem of a free boson field.

4.5. Infinite products of Hilbert spaces

Many of the structures of quantum field theory have useful realizations in
terms of a type of infinite product introduced by von Neumann (1938). Al-
though there appears to be no appropriate definition of an infinite product of
measure spaces, except in the case when all but a finite number arc probability
measure spaces, von Neumann gave an effective and invariant definition of an
infinite product of Hilbert spaces. But of greater practical utility than this prod-
uct, which he described as "complete," are those he described as "incom-
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plete," which resemble somewhat infinite products of probability spaces. The
incomplete product is a product not simply of Hilbert spaces, but of Hubert
spaces with a distinguished unit vector, which plays the role of the unit random
variable in the case of a probability space, or physically of a vacuum or ground
state vector.

DEFINITIoN. For each index X in the index set A, let be a unit vector in
the complex Hilbert space A system (K, z, consisting of a complex
Hilbert space K; a unit vector z in K; and, for each finite set A of indices, an
isometric map of the finite tensor product into K, is called a direct
product of the (X A) in case the following conditions arc satisfied:

1) ifA = A, then
= (thus, tensoring with the does not materially

affect the result, much as tcnsoring with the function 1 on probability
measure spaces does not affect the result);

2) = z. for all A; and
3) the union of the ranges of the is dense in K.

A pair (H, z) consisting of a complex Hilbert space H and a unit vector
H may be called a grounded Hubert space, since z plays the role of a ground
state vector.

SCH0LIUM 4.1. The direct product of grounded Hubert spaces exists and is
unique within unitary equivalence.

PROOF. A proof can be given that is formally analogous to proofs of the
existence of infinite products of probability spaces. made more algebraic. Al-
ternatively. a direct limit type of argument may be used. The details arc
omitted. 11

THEOREM 4.4. Let (K.:. be the direct product of the z)j. and
be an auloinorphisin the ring of all hounded linear operators on Then

there exists an automorphism of the ring of all bounded linear operators on K
that coincides on the range of tA with where AA is the tensor prod-
uct oft/ic A, if and only the product is conver-
gent. Here denotes the projection of onto the one-dimen.cional subspace

spanned by zA.

The last condition asscrts essentially that does not alter very much.
or. equivalently, that the unitary operator that induces A, changes : only
slightly, apart from phase. The tensor product of automorphisms need not be
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introduccd as an additional concept, but may be treated adequately for present
purposes in terms of the tensor products of implementing unitary operators.

LEMMA 4.4.1. If is a given unitary operator on then there exists a
unitary operator V on K such that = for all convergent {xx}
with (in the sense that is convergent in K as A A, in
which case is defined as the limit) and = 1, and only if the numer-
ical product z)) is convergent.

PROOF OF LEMMA. Note first that a necessary and sufficient condition that
converge in K is that the product z)) be convergent. For if A

C where A and arc finite subsets of A, then

fi

Hence Re must tend to unity as A, A, but as
(x'. 1. this implies that im (xx. —' 0, so that (xk, zA)

I, i.e., the product is convergent.
Note next that if is a continuous linear operator on with = for

all but a finite number of X. then there exists a unique continuous linear oper-
ator Ton K such that

® = 0

for every finite subset A of A and arbitrary Now observe that if is
a given unitary operator on there exists a unitary operator V on K such
that V = for all with = for all but a finite set of
X. if and only if the numerical product is convergent. The neces-
sity is clear from the preceding paragraph. To show the sufficiency. note that

is convergent in case z)) is convergent, and this product is
identical to the product ZA) except for a finite number of factors. [1

PROOF OF THEOREM. With the notation of the lemma, is the strong
limit of the net ®ArIYA' where denotes with = for X A,
and for A. Note also that it is readily proved that if and

are convergent products of unitary operators, then and
are convergent, and = ®AS)T,, and (®)Sx)* =

Now assume the indicated automorphism A exists, and let U be a unitary
operator on K that induces A. Then. for any convergent product of uni-
tary operators, U*(®AV)JU = Setting = P), + b(I — Pa,) where
Ibi = I. then is unitary and = so that is convergent, implying
that is also convergent, which in turn implies the convergence of the
numerical product The Xth factor in the latter product is I +
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(b — l)(l — z))), and assuming b 1, a product of the form
+ (b — with 0 I is easily seen to be convergent if and only

if < 00, implying that Z,,( I — Z)%)) is convergent. This implies
the convergence of the infinite product given in the conclusion of the theorem.

Conversely, let be a unitary operator on that induces the given auto-
morphism and is such that zj 0. Then the given product is term-
wise the square of the product It follows that exists, and
this operator evidently induces an automorphism A with the stated property.

0

The methods of this chapter apply in principle to the question of the unitary
implementability of nonlinear canonical transformations, as well as to linear
ones, but naturally it is much more difficult to carry through effective appli-
cations in the former case. As an example of how these may proceed, how-
ever, consider the case of nonlinear transformations of the form

where Q1, Q2, . . . and P1. P2. ... are an indexed set of boson field operators. the
Fk being smooth one-to-one transformations of R. In the finite-dimensional
case, there always exists a unitary implementation for a canonical transfor-
mation extending the given transformation: namely, the implementing unitary
operator U carriesf(x1 intof(F1(x1) where m
is the usual multiplier, the square root of the Radon-Nikodym derivative of the
transformation (x1 —+ (F1(x1) F,,(x,j). in the infinite-dimensional
case, it is to be expected that there is unitary implcmentability if and only if
the are asymptotically close to the identity transformation x i—p x, but pre-
cisely how close? In the case when the (Pk. arise from stochastically inde-
pendent quasi-invariant distributions, the answer is as follows:

COROLLARY 4.4.1. Let P1, P2.... and Q1, Q2,... be the Heisenberg system
over a real vector space H, relative to a basis of vectors e1 • e2,... that are
stochastically independent with respect to the quasi-invariant distribution m
on H that determines the given Heisenberg system. Let F1, F2,... be a se-
quence of continuously differentiable real-valued functions on R with
Oforallxandk.

Then in order that there exist a unitary transformation U such that U-
= F*(Qk) for all k, ii is necessary and sufficient that the following product be
convergent:

II J dt,

where is the probability density oft/ic distribution oft/ic operator In
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the event that such a unitaly operator exists, it may be chosen so that U
is affiliated with the ring of operators determined by and (k = 1,2,...).

PROOF. If there exists a unitary operator U such that U = FA(QA) for
all k, let m' be the distribution on H such that = U Then by
Scholium 1.5 m' is absolutely continuous with respect to m, so by Corollary
1.6.2 the product

Ii

must be convergent. (Note that the basis vectors e* in H, with which the P,, and
Qk are associated, are stochastically independent with respect to m' as well as
m.) A simple computation shows that this is termwise equal to the given prod-
uct.

Now suppose the given product is convergent. Let = mL), where
Hk is the one-dimensional subspace spanned by and denotes the restric-
tion of m to Then is unitarily equivalent to the space L2(R, of all
square-integrable complex-valued functions on R, relative to the probability
density Pk giving the distribution of in such a way that corresponds
to multiplication by the function x. (Note that the distribution of m(ck) is mu-
tually absolutely continuous with Lebesgue measure because of its quasi-in-
variance.) Let Uk denote the unitary operator on L2(R, pa),

g i—b

g being arbitrary in L2(R, PA)' and let be the corresponding unitary operator
on via the unitary equivalence described (which is not unique, but let a
fixed one be chosen for each k and adhered to thereafter). This induces an
automorphism

X

on the ring of all bounded linear operators on Now consider the absolute
continuity condition with reference to the formulation of the grounded Hilbcrt
space(L2(I1,m), I) as the product of the (Kg, li). it is easy to see that the kth
factor is Using the given form for and noting that the unitary
equivalence taking U into Uk carries I into the function identically I on R, the
kth factor is readily evaluated as identical with the kth factor in the given prod-
uct.

Thus there exists an automorphism A extending all the in the fashion
covered by our earlier theorem. This automorphism has the form X i—. U - 'XU
for some unitary operator U. whose restriction to extends the trans-
formation induced by W. It is clear that this takes into and takes into
some selfadjoint operator on L2(HA, mi); any such operator is affiliated with
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the ring determined by and Qk because the system determined by a quasi-
invariant distribution in one dimension is irreducible. []

in Corollary 4.4.1, the were specified, but the fl were not completely
specified. The method employed can be adapted to deal with the case when
the are specified as well, as in

COROLLARY 4.4.2. Let I',, P2,... and Q1, Q2, ... be as in the preceding cor-
ollary and let and Q, Q,... be a second Heisenberg system over
H, relative to the same basis and on the same representation spaces and such
that for each k, P and are affiliated with the ring Rh determined by the
andQh.

Necessary and sufficient for the existence of a unitary transformation si-
multaneously transforming the Ph and Qh into and (respectively, fork =
1, 2...) is that the following conditions be satisfied:

I) for each k, there exist a unitary transformation transforming the
and Q,, simultaneously into and (respectively), which unitary
transfor,nation is affiliated with Rh; and

2) the product 11h f Pk(t) uh(t) dtl be convergent, where Ph is as in the

preceding corollary, and u* is the transform of the function identically 1
on R under the transform by a unitary equivalence of L2(Hk, m*) with
L2(R, Ph) that takes Qk into multiplication by x and into the selfadjoint
generator of translation.

PROOF. Since F,, and Q,, jointly act irreducibly on L2(H,,, m,,), any automor-
phism of all bounded operators on this space is determined by its extended
action on F,, and Q,,. Similarly F1, P2,... and Q1, Q2,... form an irreducible set
on L2(H, m), and so any automorphism of all bounded operators on this space
is determined by its action on the P's and Q's. Thus there exists a unitary
transformation making the indicated transformation between the two canonical
systems if and only if there exists an automorphism A as in the theorem earlier,
i.e., if and only if the product given there is convergent. U

4.6. AflIne transforms of the isonormal distribution

The question of the absolute continuity of affine transforms of the isonormal
distribution arises in a variety of guises, some of which will be indicated later.
in its conceptually simplest form the basic result is
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THEOREM 4.5. Let T be an invertible bounded linear operator on the real
Hubert space H'. The transform gT of the isonormal distribution g on H' by
T: gT(x) = g(T- 'x), is mutually absolutely continuous with g if and only if

has the form I + B, where B is Hilbert -Schmidt.
if, moreover, B is trace class, then the derivative dgT/dg is (detA)—

exp( — ½((A -' — I)x, x)) as afunctional on H', whereA =

PROOF. Note first that in the foregoing expression for the derivative when B
is trace class, for succinctness the interpretation of the given function on H'
as a measurable with respect to the isonormal distribution has not been de-
tailed. To amplify, if C is any selfadjoint trace class operator on H', det(I +
C) is definable as the (evidently convergent) infinite product +
where X1, ... are the eigenvalues of C. The expression is definable as
a measurable with respect to n by its representation in terms of the x3 = (x,
e'), where the are the eigenvectors of C, as the infinite product
which is convergent in L1(g), each partial product being interpretable as a tame
function.

Now for the "if" part, choose a basis in which is diagonal, with ei-
genvalue for the eigenvector Then gT is absolutely continuous with re-
spect to g if and only if the following infinite product is convergent:

I) [(27r)X1c]"2

The jth factor in this product is readily evaluated as [4X,/(I + There
is no difficulty in verifying that the product is convergent when = I +

To treat the "only if" part, let be the closed linear subspace of H'
spanned by the eigenvectors of B, and let H1 be the orthocomplement of H0 in
H'. Then B leaves both H0 and H1 invariant, and if gT << g, then <<

(j = 0, 1). It will first be shown that H1 consists only of the 0 vector.
For gjH1 is the isonormal distribution on H1, and is simply the normal

distribution of mean 0 and covariance operator A = TT*, restricted to H1.
Thus it suffices to show that if A is any selfadjoint nonnegative invertible lin-
ear operator in a real Hilbert space H1 then the normal distribution N(O,
(the notation N(x, C), with xc H1 and C a bounded selfadjoint operator on H1,
signifying the normal distribution of mean 0 and covariance operator C2) is
not absolutely continuous with respect to N(0, 1), provided the point spectrum
of C is empty. Now N(0, C) is invariant under the group G of all orthogonal
transformations of the formf(C), wheref is any Borel function such that f(x)I
= 1 for all x e R. This group leaves no finite-dimensional subspace of H
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invariant, since otherwise C itself would leave such a subspace invariant, con-
tradicting the assumption that C was free of point spectrum. On the other
hand, if N(O, <<N(O, I), then the derivative dN(O, A")/dW(O, I) would
be invariant under the subgroup of 0(H') leaving both of these distributions
invariant, since each distribution is itself invariant. This subgroup would then
include the group G, but this acts ergodically on L2(H g) by Theorem 3.4.
Accordingly the derivative must then be a constant, and hence I, showing that
A = I, and so contradicting the assumption that A had no point spectrum.

Thus H(J is all of H', so it may be assumed that A has eigenvalues X, with
eigenvectors e, spanning H'. The convergence of the infinite product given in
the preceding paragraph is then necessary for absolute continuity. It is imme-
diate that this convergence implies that X, = I + it is easily
seen that the ith factor has the form 1 — + from which it follows
that the product converges only if < co

The given form of the derivative follows as earlier, as a limit in g) of
the corresponding derivatives of restrictions to finite-dimensional subspaces.

0

in addition to the applications of the absolute continuity criterion for trans-
formations on Hilbert space to Wiener space, and in the theory of normal
stationary time series, it applies directly to quantum fields.

COROLLARY 4.5. 1. Let S be a (linear) symplectic transformation on the
complex Hubert space H. Then there exists a unitary transformation V on K
such that W(Sz) = ifand only if SS — I is Hubert-Schmidt, where
'denotes the adjoini of S as a real linear transformation on the real Hubert
space H'.

PROOF. Consider first the special case in which there exists a real part H, of
H such that S has the form S(x + iy) = Tx + :7'y. for arbitrary x and)' in

where T is a nonnegative selfadjoint operator on H,. The condition that
W(Sz) = VW(z)V 'is equivalent to the condition that aW(Sz) = VaW(z)V-',
which in turn is equivalent, by linearity, to the condition that P(Tx) =
VP(x)V' and Q(T'v) =

Now the mapping y i—÷ Q(y) defines a distribution on H, relative to the
expectation functional given by the vacuum vector v, and as seen earlier there
exists a unitary operator V such that Q(T 'y) = VQ(y)V if and only if the
transformation T is absolutely continuous on H,. By the preceding theorem,
this is the case if and only if — I is Hubert-Schmidt. Thus this condition
is necessary in the present case. If, on the other hand, it is satisfied, then let V
denote the unitarized operation of transformation induced from T, acting on
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L2(H,, g). Here g is the isonormal distribution in H,, and L2(H,, g) is identi-
fied with K, via the real wave representation. It is straightforward to verify
that V transforms P(x) into P(Tx) as well as Q(x) into Q(T— '4.

The general case may be reduced to the case just treated by the

LEMMA 4.5.1. For any symplectic transformation R on a complex Hubert
space, there exists a unitary operator U on H, and H, and T as in the preced-
ing proof, such that R = US, where S(x + iy) = Tx + zT 'yforx, y H,.

PRooF. Note that an invertible continuous linear transformation R on H' is
symplcctic if and only if RJR = J, wherei is multiplication by i regarded as
a real linear transformation on H'.

Let R = US denote the polar decomposition of R us a bounded linear oper-
ator on H', U being orthogonal and S being nonnegative and selfadjoint.
Then, as is easily seen, R' is also symplectic, so that RR is symplectic, i.e.,
52 is symplectic. Hence S'-JS2 = J, whence J52J-' = S It follows that J
carries the spectral subspacc S+ on which S2> I into the spectral subspace S -
on which 52 < 1, and leaves invariant the subspacc S0 on which 52 acts as the
identity. Thus S0 is a complex-linear subspace of H. Setting for an arbitrary
real part of S0. and H, = it follows that H, is a real part of H. More-
over, for x andy in H1, S2(x + Jy) = Mx + JM 'y, where M is a nonnegative
invertible linear operator on H,. Setting T = then S(x + Jy) = Tx +
JT 'y. and S is symplectic. It follows that U is symplectic, but, being also
orthogonal, it is unitary. []

An alternative criterion for unitary implementability whose analogue for
fermion fields is also valid is given by

COROLLARY 4.5.2. With the notation and hypothesis of Corollary 4.5.1, the
canonical transformation W(z) i—+ W(Sz) is unitarily implemeniable if and
only if the commutator of S with i is Hilberi-Schmidi on H as a real Hubert
space.

PRooF. it suffices to consider the case in which S has the form given in

Lemma 4.5.1. In real terms, S then has the form T-') and the action of

i on H is represented by the matrix The commutator Ii,S1 has the
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corresponding form

( 0 T—T-1
0

Now suppose 55" — I is Hubert-Schmidt. This is equivalent to — I
being Hubert-Schmidt. But S and hence Tare nonnegative and selfadjoint, on
H and H,, respectively, so TT* — 1 = — I. Multiplication by a bounded
operator preserves the Hubert-Schmidt property, so T — T ',which equals
T '(T2 — I), is Hubert-Schmidt. It follows that Ii. SJ is also Hubert-Schmidt.

Conversely, suppose that Ii. SI is Hilbert-Schmidt, i.e., T — T' is Hubert-
Schmidt. By the argument just made, this implies that T2 — I is Hilbcrt-
Schmidt, and hence that SS' — I is Hilbert-Schmidt as well. 0

Problems

1. Let H' be a real Hilbert space, let T be a bounded invertible linear op-
erator on H', and let a be arbitrary in H'. Show that the affine transformation
x i—s Tx + a is absolutely continuous with respect to the isonormal distribution
if and only if the same is true of the homogeneous constituent, x i—s Tx.

2. Develop an explicit expression for the derivative dn7ldn in the case in
which T is a Hilbert-Schmidt sclfadjoint operator in the real Hilbert space H'
given in diagonal form. (Use the infinite direct sum formulation.)

3. Let be the isonormal distribution of unit variance on the real L2[0, 11
Let W denote Wiener space, i.e., the space of real continuous functions on
10, that vanish at 0. Let T be the continuous linear map from L2[0, 11 to W

given by (Tf)(x)
= f f(s)ds. Define the distribution m on W by m(X) =

where Xe W* and T* is the adjoint of T. Show that in is strict. i.e., rn
defines a countably addditive measure (known as Wiener measure) on W. (Cf.
Doob, 1965.)

4. Show that if k is any absoutely continuous clement of W, then the trans-
formation x(') x(-) + k(-) on this space is absolutely continuous with re-
spect to Wiener measure. (Hint: use Problem 3 to deduce this from the quasi-
invariance of the isonormal distribution.)

5. Let KU.s) be a given real Bard function on 10, 11 x 1] such that
I) K(i, s) is absolutely continuous as a function oft for almost all fixed s: and

2) j j (a/a:)K(z. ds di < Show that the transformation

x(i) x(:) + I K(t. s)x(s) ds
Jo



Unitary Implementabillty 135

maps Wiener space absolutely continuously into itself. (Hint: use Problem 3
and consider the transformation in L2[O, 1]

f(t) —. f(t)
+ J (a/as)K(t. s)f(s) ds.

Show that the integral kernel here is Hubert-Schmidt and apply Theorem 4.5
noting that

1' 1' 1' 1.1

Ifit) + J
dx(t) = J fl:)a,IxU) + J K(t, s)dx(s)) di

0 0 0 1)

for sufficiently smoothf(•) and

4.7. ImplementablUty of orthogonal transformations
on the fermion field

In this section we extend the basic results of Section 4.6 to the fermionic
case. We define the orthogonal group 0(H) on a complex Hilbert space H
to consist of all invertible real-linear transformations on H that leave in-
variant the real symmetric form This is the analog in the fermionic
case to the symplectic group in the bosonic case. A given transformation S
0(H) will be said to be unitarily implementahk (more precisely, the auto-
morphism of the Clifford algebra that it induces is unitarily implementabic in
the free representation) in case the following is true: letting (K, 4), r. v) de-
note the free fermion field over H, there exists a unitary operator U on K such
that

4)(Sz) = U-'d)(z)U (zeH).

The basic result is

THEoREM 4.6. An orthogonal transformation S on a complex Hubert space
H is unhtarilv implenzeniabk if and only if Ii, SI is Hubert-Schmidt on H as a
real Hubert space.

PROOF. As in the bosonic case, the primary case is that in which the given
transformation S has a special form relative to a conjugation on H and has pure
point spectrum. Reduction to this case involves in particular

LEMMA 4.6.1. Let S, be given orthogonal transformations on the complex
Hilbert space H1 (j = 1. 2), and let (K,, 4k,. r,, v) denote the corresponding
free fermion fields. Let S = H = and let (K. 4). 1. v) denote
the free field over H. Then S is unitaril implenientable on K if and on/v if
each S, is unitarilv impletnentable on K,.
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PaooF. According to Theorem 3.2, K is unitarily equivalent to K1®K2 in
such a way that = 4)(z,)®!2 + where c�1 =
and in addition, v = v,®v2. From this representation, the "if" part of the
lemma is immediate. To treat the "only if" part, we extend the 4), and 4) from
linear maps of the underlying spaces H1 and H into the respective algebras B1
and B of all bounded operators on the spaces K1 and K, to isomorphisms of
the corresponding algebras C(H1) and C(H) into the B1 and B; the
extensions will also be denoted as and 4). Now suppose that S is unitarily
implementable by the unitary operator U on K.

We denote as E, the state of C, C(H,) given by the equation E,(A) =
(4)(A)v,, v,) A c C,. Lie1 denotes the identity in C1 C(H1), then 4)(A0e2) =
4),(A)®12 (where denotes the identity on K1). Accordingly. E, may also be
expressed as E,(A) = E(A®c2), where E denotes the state of C C(H) given
by the equation E(B) = (4)(B)v, v).

Let a denote the automorphism of C induced from the orthogonal transfor-
mation S on H; i.e., a is the unique automorphism that carries z into Sz, z
H. Let E' denote the state of C into which E is transformed by a, i.e., E'(B)=
E(a(B)). By virtue of the unitary implementability of S via U, E' may be
expressed in the form E'(B) = r'), where v' U 'v. Since K =
KI®K2, v' can be decomposed as v' = Z,x$e1, where the e1 form an ortho-
normal basis for K2, and the x1 are in K, but not necessarily orthogonal; how-
ever, IIv'112 = It follows that E'(A) = (4),(A)x1, x1).

On the other hand, E, is a pure state of C,, since C, acts irreducibly on K,
via the isomorphism 4),. The transform of E, by any automorphism of C, must
likewise be a pure state. Now a extends to C the automorphsim a, of C, that
is induced by S,. since for z H,, Sz = S,z. Thus the restriction E'IC, coin-
cides with the transform of E, by a,. Accordingly. E'IC, must also be a pure
state of C,. It follows from the irreducibility of C, and the definition of a pure
state that the XA are proportional to a fixed unit vector x, implying that E'(A)
= (4),(A)x,x). It follows that the mapping 4),(A)v, 4)(a- '(A))x (A E C,) is

isometric, and that it has a unique extension to a unitary operator on all of K,
that implements S,. By symmetry, the same applies to 52. U

Resuming the proof of the theorem, we focus on the special case parallel to
the basic one in the case of boson field. Specifically, we assume the given
operator S is such that relative to some conjugation x on H, S(x + iv) = Rx
+ iv for arbitrary real x, y in H, where R is orthogonal on IL. to itself. By
virtue of the lemma, it may also be assumed that the spectrum of R is either
totally devoid of point spectrum or consists entirely of point spectrum. Taking
first the case in which the point spectrum is vacuous, then by spectral theory
the group G of all orthogonal transformations on that commute with R
leaves no finite-dimensional subspace of invariant. The same is true of its
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complex extension G' consisting of all transformations T' on H of the form
T'(x ÷ iy) = Tx + iTy, for arbitrary x, y c By Theorem 3.4, the r(T')
leave no nonscalar operator in the generated by the fermion
canonical Q's invariant under the automorphisms of obtained by conjuga-
tion with the r(T'). On the other hand, r(R')Q(x)r'(R')-' = Q(Rx) =
UQ(x)U ',if U is a unitary operator on K that induces the canonical transfor-
mation 4)(z)—' 4(Sz).

In the real wave representation, the Q(x) are represented as left multiplica-
tions on an algebra on which the P(x) are corresponding right multiplications,
apart from the factor — I). Since S commutes with —I. U and I'( —1) must
commute within a scalar factor a: U' Ii —f)U = a f'( —1). Squaring this
relation, it follows that a = ± 1. If a = I, conjugation by U leaves the
1( —I)P(x) pointwise invariant. But as right multiplications, these operators
commute with the left multiplications represented by the Q(x). Together, the
algebras of left and right multiplications are irreducible on K and are corn-
mutors of each other. Accordingly, the commutativity of U with all right mul-
tiplications implies that it is in the algebra generated by the left multiplica-
tions. But this means that U is in RQ. It follows that U is a scalar, implying in
turn thatR = I,acontradiction.

If, on the other hand, a = — 1, then conjugation by U carries the
f'( —1)P(x) into their negatives, from which it follows that (P leaves them
invariant. Then, by the argument just made, U = I, whence R2 = I, which
contradicts the assumption that R is devoid of point spectrum.

Thus R has pure point spectrum. By virtue of Lemma 4.6.1, it is no essential
loss of generality to assume that 1 is absent from the spectrum of R, and that
if — I is in the spectrum, the corresponding invariant submanifold is infinite-
dimensional. Thus H, is the direct sum of two-dimensional R-invariant sub-
spaces, in each of which the action of R may be represented by a matrix of the

form
cos 0 sin 0

The various subspaces arc stochastically indepen-\—sin0 cosO,

dent as regards vacuum expectation values of operators in R0. The entire space
K may be represented as in the boson case as the tensor product of the fermion
fields over the two-dimensional complexifications of these real R-invariunt
subspaces. Relative to the jth of these finitc-dimensional fields, R is unitarily
implemented by the operator U,, and according to the theory earlier developed
in this chapter, R will be unitarily implemented on all of K if and only if the
following infinite product is convergent: Ii v,), where represents the
vacuum in the jth factor-field.

To evaluate the terms of this infinite product. we may represent the factor-
field in the real wave representation as follows. Let C denote the Clifford
algebra over the two-dimensinal real vector space S with orthogonal basis vec-
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= + = O;lete0denotethe
identity in C. C forms a complex Hubert space K with the inner product (A,
B) = tr(B*A). The canonical Q's arc represented by left multiplications L(x)
by vectors x in S, and we set Q2 = The vacuum vector is repre-
sented by 2- The orthogonal transformation indicated is implemented by
the unitary operator given by the equation U,w = uj 'wu1 (w C), where
= + sin('/281). It follows that the infinite product is convergent
if and only if is convergent, which is equivalent to R — / being Hilbert-
Schmidt. On the other hand

hR O\ /0 —1\] / 0 1 — R

o)]=2U—R 0

so this is equivalent to the criterion given in the theorem.
Having established the conclusion of the theorem for the case in which the

given orthogonal tranformation S is of the form S(x + iy) = Rx + iy for some
R on a real part of H, it now suffices for the proof of the theorem to show that
every orthogonal transformation T on H has the property that the orthogonal
transformation on HEI3H is of the form US', where U is unitary and S'
has the special form indicated. This is the substance of

LEMMA 4.6.2. For any orthogonal transformation Von the complex Hubert
space H, there exists a conjugation x on and a unitary operator U on

such that = US, where S is of the form S(x + iy) = Rx + iy if x
andy are real relative to x, R being orthogonal on the real subspace

PRooF. Let G denote the complex Hilbert space whose underlying real lin-
ear structure is H #®H #, whose complex structure J takes the form J(xey) =
—yU3x (x, y H), and whose complex inner product. denoted by ((v)), is
given in terms of the usual direct sum inner product, which will be denoted as

by the equation ((z, z')) = (z, z')2 — i(Jz, z')2.
Note that G and have the same orthogonal structure, but different

complex structures. We denote the usual complex structure as j, and note
that bothj and are unitary on G. Setting T = and W = 'T
thenj'Wj = W'.

Applying the spectral theorem to the unitary operator W. G is the direct sum
of spectral manifolds G( I )®G( — I where M0 = expli(O, t)l
and No = corresponding to the indicated possible subsets of the
spectral range of a unitary operator. From the relation j 1Wj W 'it follows
thatj leaves G(l) and G( — 1) invariant, and exchanges G(M0) and G(N0). Tak-
ing these subspaces in sequence, G( I) consists of all vectors of the form: =

where x and y are in the subspace of all vectors a H such that iVu =
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Viu. This means that G(l) is either of even or infinite dimension. A similar
argument shows that the same is true of G( — 1). It follows that there exist j-
conjugations x( ± 1) on G( ± I) (i.e., conjugations relative to the complex
structurej, regarding G(± I) as real spaces) with corresponding real invariant
manifolds of eigenvalues ± 1, which we denote as M1 and N1 (such that G(l)
= MeN), andM, N1(suchthatG(—l) = M_,eN_1). NowsctM0
= G(M0) and N0 = G(N0), and set J0 and W0 for the restrictions to MOeNO,
which we denote as L0. of j and W. It follows from the unitarity of j on
and thc fact thatj2 = — I that relative to this decomposition of j0 has the
form

(0 L()

0

where k0 is an orthogonal map from N0 onto M0. Similarly, the relationsj- 'Wj
= W and .1W = Wi imply that W0 has a matrix of the form

(R0 0

where R0 is an orthogonal map from onto M0. Setting k =
where isorthogonal from M: ontoM:i, thenj = JIeJOeJI where

/0 L
= 0

Setting R = R1EBRO€)R1 where R1 = ±IM. , the following representation
results:

10 k

0

where k is orthogonal from N = N1eNOeN to M = - , and

= k- 1k). Here R is orthogonal from M onto

Now set U = T
(R- 1

where the matrix is relative to the decompo-

sition of HEE3H as MeN. Then

j'U 'JU = (k?
_k)

T 1ff
o)
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which on replacing T'jT by jW and using the matrix representations forj and

W in the preceding paragraph, is seen to be the identity on HEBH. Thus U is
complex linear with respect to) and orthogonal on HEE)H. On the other hand,

IR o\ . . 1, o\
T = U i)' so that with x represented by the matrix the

conclusion of Lemma 4.6.2 is established, and the proof of the theorem is
complete. 0

Problems

1. Let H be a finite-dimensional Hubert space, and let (K, W, F, v) denote
the free boson field over H. The harmonic representation of Sp(H) is defined
as follows: for arbitrary S in Sp(H) there exists a unitary operator U on K such
that UW(z)U = W(Sz) for all z H; show that U is unique within a phase,
or constant of absolute value I. The mapping S —' U, to be denoted as I in
extension of earlier notation, is a projective representation Sp(H). i.e.,

= c(S, S')F(SS'), where c(S, 5') is a constant of absolute value 1.
a) Derive the condition on the function c(S, S') that is implied by the pro-

jective representation character of I. (A function c(S, 5') satisfying this con-
dition is called a multipler or cocycle, in extension of thc terminology given
in Section 4.3.)

b) Determine how c(S, 5') is transformed if F(S) is changed by multipli-
cation with a scalar of absolute value 1, F(S) b(S)F(S).

C) Show that there is no choice for b that will reduce the factor c(S, S')
identically to unity, i.e., make r into a strict representation. (The cocycle is
then said to be essential, cf. Shale, 1962.)

2. Let H be a Hubert space of arbitrary dimension, and let Sp2(H) denote
the subgroup of Sp(H) consisting of operators whose commutator with i is
Hubert-Schmidt. Let the harmonic representation F be defined as in Problem
I. Show that the cocycle is inessential on the subgroup of all symplectics that
commute with a given conjugation.

3. Let H be a Hubert space. The spin representation of the subgroup of
0(H) having Hilbert-Schmidt commutator with i, denoted 02(H), is defined
as in Problems 1 and 2 with the substitution of the fermion for the boson field.
Develop the analogs of Problems I and 2. and show that the cocycle is essen-
tial on the full group 02(H) (cf. Araki, 1988).

4. Let H be a Hubert space and let S be a symplectic transformation on H.
S is said to be unitarily quanii:able in case there exists (K. W. T, v) where K
is a complex Hilbert space; W is a Weyl system over H on K; T is a unitary
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transformation on K such that TW(z)T' = W(Sz) for all z H; and v is a
cyclic vector for the W(z) and T such that Tv = v. Show that S is unitarily
quantizable if and only if it is conjugate to a unitary transformation in Sp(H).
(Cf. Segal, 1981.)

Bibliographical Notes on Chapter 4

The theory of infinite direct products of Hubert spaces is due to von Neu-
mann (1938). Application of the theory to the absolute continuity question for
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Shale (1962) and for fermion fields by Shale and Stinespring (1965).
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Quantization

5.1. Introduction

in Chapters 1 and 2, free fields have been established in a form dependent
on an underlying complex Hubert space. There may or may not be a given
such structure in the underlying so-called single particle or "classical field"
space 1. Moreover, as seen in the preceding chapter, there are many unitarily
inequivalent quantizations over a given space L, when L is infinite-dimen-
sional. This creates a plethora of technical problems that are not clearly ger-
mane to the underlying physical ideas, but to which the precise mathematical
situation is sensitive.

Such problems do not intervene when L is finite-dimensional, as a conse-
quence of the Stone—von Neumann theorem in the case of a symplectic stnlc-
ture, of the structure of Clifford algebras in the case of an orthogonal
structure, given in L. Fortunately it is possible in the infinite-dimensional case
to cut down significantly on the technical problems and to bring the physical
ideas to the fore by the use of representation-independent formalisms.

Taking for specificity the use of an infinite-dimensional symplectic vector
space (L, A), it might be argued heuristically that the field observables F that
depend only on a finite number of modes z—say, functions of W(z1), W(z2)
W(:j—should be independent of the representation (or particular Weyl sys-
tem), essentially as in the finite-dimensional case. Moreover, a uniform limit
of such observables has a straightforward physical interpretation as a derived
observable that can be directly approximated arbitrarily closely by the F, so
these appear as natural observables also. But approximation in weaker
senses—weak or strong operator topologies, etc—arc less clearly interpreta-
ble physically, and have a technical cast. On the mathematical side, it turns
out that the class of uniform limits of the observables F is essentially indepen-
dent of the particular Weyl system. but the class of weaker types of limits arc
quite materially dependent on the particular Weyl system.
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More specifically, in the case of the free boson field over a given complex
Hubert space H, if one interprets "function" of a given set of bounded linear
operators to mean "element of the W-algcbra generated by the given opera-
tors," which is natural from a mathematical position, then this is representa-
tion-independent when only a finite number of W(z) are involved, by virtue of
the Stone—von Neumann theorem. But the generated by all the
W(z) is the algebra B(K) of all bounded linear operators on K, all of whose
automorphism.s are unitarily induced, so there is no prospect of representing
canonical transformations in general by such automorphisms. If, however, one
takes the uniform closure of the totality of these finite-generated algebras, this
concrete A on K is not equal to 11(K), and there is consequently
the possibility, which turns out to be realized, that linear canonical transfor-
mations can be appropriately represented by automorphisms of A.

Among other physical applications, this leads to a general quantization pro-
cedure that is applicable to tachyons, which are represented by unstable fields
lacking a vacuum. More broadly, an arbitrary linear canonical transformation
gives rise to a corresponding well-defined transformation on the states of the
physical system, though rarely on the state vectors in a given Hilbert space.
To put it another way, linear canonical transformations are in general diver-
gent in the Schrödinger picture, as Chapter 4 makes clear, but are convergcntly
representable in the Heiscnbcrg picture.

5.2. Weyl algebras over a linear symplectic space

Let (L, A) denote a given symplectic vector space. For any finite-dimen-
sional linear subspace M of L such that AIM is nondegenerate, let A(M, W)
denote the W*_algebra generated by the W(z) with z e M, for the Weyl system
(K, W) over (L, A). Let A0(W) denote the union of the A(M, W) as M varies,
and let A(W) denote the uniform closure of A0(W).

THEOREM 5.1. A(W) is *-algebraically independent of Win the sense that
if W') is any other Wevi system over (L. A), then there is a unique *-
algebraic isomorphism from A(W) onto A(W') that carries W(z) into W'(z).

PROOF. Let F denote the totality of finite-dimensional subspaces M of L
such that AIM is nondegenerate. If (K. W) and W') are any two Weyl
systems over (L, A), then for any M F there is a unique algebraic *-isomor-
phism of A(M, W) onto A(M, W') that carries W(z) into W'(z). for all: M.
For W1M and W'IM differ from the irreducible Weyl system over (M,AIM)
only in multiplicity, by the Stone-von Neumann theorem, within unitary
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equivalence. The generated by VIM and W'JM are hence *-al-
gebraically equivalent to the algebra B(K(M)) of all bounded linear operators
on the state vector space K(M) for any copy of the irreducible Weyl system
over (M,AIM). Accordingly there exists a s-algebraic isomorphism a(M)
from A(M, W) onto A(M, W') that carries W(z) into W'(z), and by the triviality
of the center of B(K(M)), this isomorphism is unique.

On the other hand, if M is contained in the subspace N F, then the restric-
tion of a(N) to A(M) will have the properties defining a(M), and so coincide
with it. It follows that there exists a unique isomorphism a of A0(W) onto
A0(W') that extends all of the a(M), M e F. On each A(M, W), a preserves
the operator norm, being a and so extends uniquely to an
isomorphism from A(W) onto A(W'). This shows the existence of the iso-
morphism claimed in the theorem, and its uniqueness follows as above from
the triviality of the centers of the B(K(M)). U

DERNIT10N. The equivalence class of all the A(W). under s-algebraic iso-
morphisms exchanging Weyl operators corresponding to the same vector in L,
is called the mode-finite Weyl algebra ovcr(L, A), and denoted W(L, A). Note
that by its construction W(L, A) has a unique norm giving it the structure of a
C5-algcbra.

COROLLARY 5.1.1. If T Sp(L, A) (the group of all continuous invertible
linear symplectic transformations on (L, A)J, there exists a unique automor-
phism y(7) of W(L, A) that carries W(z) into W(T 'z) (in any concrete rep-
resentation); and 'y(ST) S. T Sp(L, A).

PROOF. Essentially immediate, and omitted. U

Given any net of proper subspaces N of L, on each of which the restriction
of A is nondegenerate and whose totality spans 1, a similar construction of a
C5-algebra is possible. For example, if L is the totality of solutions of the
wave equation on Minkowski space, having compact support in space at every
fixed time, with the natural Poincard-invariant symplectic structure, one may
take as M the subspace of solutions whose Cauchy data at a fixed time are

supported by the compact set K C The net of all such K relative to inclu-
sion then defines an analogous C5-algcbra, the space-finite Weyl algebra. This
and similar algebras have been used in some connections, but are fundamen-
tally different from the mode-finte Wcyl algebra in not being representation-
independent.

On the other hand, the mode-finite Weyl algebra is by no means the only
algebra of its general type that does enjoy representation-independence. For
example. let W0 denote the algebra of all finite linear combinations of the
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W(z); we leave it as an exercise to show that W0 is *-algebraically represen-
tation-independent in the same sense as the mode-finite Weyl algebra, and that
the same is true of the of W0.

Which of these algebras is "correct" from a physical standpoint, or most
correct, if any? The answer to this derives from the understanding that the
basic goal of physical theory is to determine the evolution of the states of a
physical system, rather than of the "observables," which are, in major part,
of a conceptual rather than truly measurable character. In part, however, the
observables serve to "label" the states, by their expectation values in the
states, according to a standard practice in quantum physics. All of the repre-
sentation-independent algebras indicated above, enveloping in some sense the
W(z), may be used to describe the evolution of the regular states, which are
treated in the next section and represent all states for which there seems to be
any "practical" possibility of their being empirically meaningful.

For example, in elementary quantum mechanics on the line, with the canon-
ical Heisenberg variables p and q, cosp + (1 + q2) corresponds to a bounded
linear hermitian operator, for which no known "Gedanken experiment" will
actually directly determine the spectrum, and so represents an observable in a
purely conceptual sense. Similarly, not all mathematical states, in the sense of
positive linear functionals on the algebra of all bounded linear operators, gen-
erated by the spectral projections of p and q, arc truly observable. For exam-
ple. there are mathematical states that vanish on allf(p) andf(q) for all contin-
uous functionsf of compact support, implying that with probability I , p and q
will have infinite values in such states, which are consequently not empirically
accessible.

EXAMPLE 5.1. The representation-indcpendence of the (mode-finite) Wcyl
algebra implies that in the case of the free boson field over an infinite-dimen-
sional Hilbert space H, the concrete representative for the Weyl algebra—i.e..
the algebra of operators on the free field Hilbert space K to which it corre-
sponds in this representation—must be a proper subalgebra of the algebra of
all bounded linear operators B(K). For if it were equal to B(K), all of its *-
automorphisms would be unitarily implementable, and it has been seen that
this is not the case. This raises the question of what sorts of operators are in
B(K) but not in the image on K of the Weyl algebra.

A simple example indicating an answer to this question is provided by the
bounded functions of the total number of particles. (From a physical stand-
point, the total number is observed only for particles whose energy is bounded
below by a positive constant; in the general case, as of photons in conventional
theory, the total number is not a true observable, and states with many photons
of extremely low energy may present an "infrared divergence.") To show
this, let b denote an arbitrary bounded Borel function for which b(O) b( 1),
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and let N denote the total number of particles operator in the free boson field;
it will be shown that b(N) is not in the image of the Weyl algebra in B(K). Let
R be in the We-algebra generated by the W(z), with z in the finite-dimensional
subspacc M of the complex Hubert space H, and e), be an orthonormal
sequence in El including a basis forM. Consider the sequence where

is the vector in the one-particle subspace of K that is canonically unitarily
equivalent to H, corresponding to the vector in H. Since H =
where M1 dcnotes the orthocomplement of M, K(H) is canonically
K(M)®K(M'), from which it follows that (Re, — (Rv, v) for R = W(z)
with z M, and thence for all R, by approximation. Since M is arbitrary
among finite-dimensional complex-linear subspaces of H, and since every
real-linear finite-dimensional subspace is contained in a complex-linear finite-
dimensional subspace, it follows by an approximation argument that
—.(Rv,v)forallR€W.

To show that b(N) is not in W, it therefore suffices to show that
e,) does not converge to (bOV)v, v). Now = b(O)v, so that (b(N)v, v) =
b(O). On the other hand, = so that = b(l). It
follows that if b(O) b(l), then b(N) cannot be in W. More generally, if b(k)

b(k + I), then a similar argument with v replaced by the symmetric tensor
product of c2,... ,C& shows that b(N) is not in W, and it follows that the
only bounded function of N that is in W is constant.

EXAMPLE 5.2. quantization of a tachyonic structure can be
illustrated by consideration of the equation Op — = 0, where m > 0, in

Minkowski space M0. Let L denote the space of all solutions of this equa-
tion having compact support in space at each time, and let the form A on L be
defined as

A(p1, P2) = (01p(tfl, ), .)) — (cp1(t0, ), ä,p2(10, )),

where is arbitrary and (,) denotes the usual inner product in Let P
denote the restricted Poincard group, consisting of all transformations on M(
that arc products of translations x1 i—÷ x1 + a1 (j = 0, 1, 2, 3) with Lorentz
transformations L (connected to the identity), where the linear transformation
L leaves invariant the quadratic form KX = — — — P acts on L
in accordance with the representation V. where for arbitrary g P. V(g) sends

p(X) into p(g- 'X). Moreover, this action leaves invariant the form A. Thus

V(') is a representation of P as a group of automorphisms on the linear sym-
plectic space (L, A), and continuity is enjoyed relative to the earlier defined
topology.

There is, however, no stable quantization, even for the temporal evolution
subgroup. To show this it suffices to show that the action of temporal evolution
on (L, A) is not stably unitarizable. which is Problem 2 of Section 6.6.
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Problems

I. Show that for any symplectic vector space (L, A) the Weyl algebra
W(L, A) has trivial center.

2. Show that for any symplectic vector space (L, A) the algebra W0(L, A)
generated by finite linear combinations of the W(z) as above is nonseparable.
(Hint: show that iff is a nonzero element of L the spectrum of W(J) is the unit
circle. This implies that — = IIW((: — r')J) — = 2 for all r

5.3. Regular states of the general boson field

The concept of the general boson field over a given symplectic vector space
complements that of the free boson field over a given complex Hubert space.
Specifically, if (L, A) is a given symplectic vector space, the general boson
field over (L, A) is defined as the pair (W. y), where W is the mapping from L
to the Weyl algebra W(L,A), andy is the representation of Sp(L,A) by auto-
morphisms of W(L, A) given by Corollary 5. 1. 1. There is no distinguished
quantized field Hilbert space K, and no distinguished state identifiable with
the free vacuum. The Weyl system mapping W takes a more abstract form,
and the unitary representation F of the full unitary group on the single-particle
space is replaced by the automorphic representation y of the symplectic group.

DEFINITION. The generating function of a state E of the Weyl algebra
W(L, A) over a linear symplectic space (L, A) is the function on L given by
the equation 11(z) = E(W(z)), z L. A regular .slate of W(L, A) is a state E
whose restriction to each Weyl subalgebra over a finite-dimensional subspace
M of L on which the restriction of A is nondegenerate (for short. nondegener-
ate subspace) has a trace-class density operator: i.e., there exists a trace-class
element DM relative to A(M, W) such that for X A(M, W), E(X) = tr(XDM).
Here A(M, W) is the unique *-algebra equivalence class defined by all Weyl
systems over (L, A), and so is devoid of any concrete representation Hubert
space; and class" is defined correspondingly algebraically. In particu-
lar, DM will be represented by an operator of finite trace in the conventional
sense if A(M, W) is represented irreducibly, but may have infinite conven-
tional trace if A(M, W) is represented as acting with infinite multiplicity. The
following theorem treats the basic case in which L is topologized algebrai-
cally.

THEOREM 5.2. A regular state is uniquely determined by its generating
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function which is characterized by the properties that i) = I; ii) is
continuous on L; and iii)

— Zk) etA(:J.1k)12 � 0

for arbitrary in in L. if T€ Sp(L,A), the auronior-
phism y(7) of W carries (by its dual action) a state of generating function FL(z)
into one of generating fuction 'z).

PRooF. Suppose that is the generating function of a regular state; condi-
tion i) is evident! The trace has the property that for an arbitrary trace-class
operator A, tr(AX) is strongly continuous in the operatorX restricted to the unit
ball in the algebra of all bounded operators. Thus for any finite-dimensional
nondegenerate subspace M of L, tr(W(z)DM) is a continuous function of z
relative to M. Condition iii) follows from the fact that for arbitrary a1, ... ,

C and z1 ,..., Zn L, is a nonnegative operator, to-
gether with the Weyl relations. Thus conditions i)—iii) are necessary.

To establish the converse, suppose that is given function satisfying i)—iii),
and set K0 for the set of all complex-valued functions on L that vanish except
at a finite set of points. Forf and g in K0, let (f, g) = —

then is a nonnegative hermitian form on Let K be the
quotient of modulo the subspace N of vectors of zero norm, where 1L1112 =

(1. f), and let K be the completion of K1 with respect to the inner product
deriving from that in K0. A Weyl system may be defined on K as follows: let
1/0(z) denote the operator on K0 carrying f(u) to f(u — z). it is
straightforward to check that U0(z) is an isometry on K0 and that the relations

U0(z)U0(z') = U0(z + z')

are satisfied for arbitrary z and z' in L. It follows that the induced operators
U1(z) on K1: U1(z)(f + N) = U0(z)f + N, are iosmetric on K and satisfy the
Weyl relations. Accordingly, U1(z) extends uniquely to a unitary operator W(z)
on K, and (K, W) satisfies the Weyl relations over (L, A). To show that it
forms a Weyl system, it is only necessary to establish continuity of By
virtue of the unitarity of the W(z) and the density of K1 in K, it suffices to
show that (W(z)f1, g1) is continuous as a function of z relative to any finite-
dimensional subspace of L, wheref1 and g1 are the residue classes modulo N
corresponding tof and g in K0. Explicit computation of (W(z)f1, g1) in terms
of shows that this follows directly from the continuity of relative to finite-
dimensional subspaces of L. If h denotes the function on L with h(O) = 1 and
h(u) = = h + N,(W(z)h1,h1) =
the state E defined by the equation E(A) = (Ah1, h1), for arbitrary A in the
Weyl algebra as represented on K via U, is regular and has generating function
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To show that determines the state E uniquely, let M be an arbitrary finite-
dimensional nondegenerate subspace of L. If B.,3 is a of bounded
linear operators in I-filbert space that is strongly dense in the B.,
then the unit ball in B.0 is strongly dense in the unit ball of R(Dixmier, 1981).
Taking as It3 the algebra of all finite linear combinations of the W(4, it follows
from the continuity property of the trace mentioned above that if D and D' are
finite-trace density matrices of states on the algebra R = A(M), then tr(DX)
= tr(D'X) for alIX in the unit ball of R, provided tr(DW(z)) = tr(D'W(z)) for
all z M, i.e., if ji = ii'. By virtue of the Stone—von Neumann theorem,
every regular state on A(M) has a trace-class density operator in the sense
indicated above, which is purely algebraic relative to A(M). This effectively
suppresses the multiplicity of the Weyl system when not irreducible, complet-
ing the proof. o

5.4. The Clifford

In the fermionic case the situation is parallel to that in the bosonic case just
treated. Let (L, S) denote a given real orthogonal space with positive definite
symmetric form S, such that L is either infinite-dimensional or even-dimen-
sional. Let (K, 4)) be a Clifford system over (L, S). For any finite-dimensional
subspace M of L, let C(M, 4)) denote the (finite-dimensional in
fact) generated by the 4)(z) with z M. Let C0(4)) denote the union of the
C(M, 4)) as M varies, and let C(4)) denote the uniform closure of C0(4)).

THEOREM 5.3. C(4)) is *-algebraically independent of(K, 4)) in the sense
that if (K 4)') is any other Clifford system over (L, S) then there is a unique
*-algebraic isomorphism from C(4)) to C(4?) that carries 4)(z) into 4)'(z), for
allz€L.

PROOF. This is similar to the proof of Theorem 5.1 except that in place of
the Stone—von Neumann theorem, the *-algebraic unicity of the Clifford al-
gebra over an even-dimensional vector space relative to a given positive sym-
metric form is used. D

COROLLARY 5.3.1. If T O(L, S) [the group of all orthogonal transforma-
tions on (L, 5)], there exists a unique automorphism y(T) of C(L, S) that car-
ries 4)(z) into 4(T 14 (in any concrete representation); and y(ST) = y(S)y(T)
forS, T€ O(L,S).

PROOF. Again omitted. U
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DEFINITIoN. The mode-finite Clifford algebra over (L, S) is the *-algebraic
equivalence class of the isomorphic C(4).

5.5. Lexicon: The distribution of occupation numbers

From the standpoint of an experimentalist, the occupation numbers ar(P),
where P is the projection on a subspace of the complex Hubert space H, are
probably the most crucial observables. Interactions as observed are typically
interpreted as transformations from states described by the occupation num-
bers for free incoming particles to the same for outgoing particles. On the
other hand, in a theory in which the single-particle or classical field space L
has no given complex Hilbert space structure, but only a symplectic or orthog-
onal one, the requisite projection P is not defined, or at best not uniquely
defined. In order for the concept of particle to make sense, it appears necessary
for an appropriate complex structure to be defined or obtained in L. Typically
this structure is derived from temporal invariance and stability constraints, as
developed earlier.

The occupation numbers in the free field over a complex l-lilbert
space, on which P is an orthogonal projection, automatically have nonnega-
tive integral proper values, as required for the physical interpretation. More-
over, they are coherent with the statistical interpretation of the occupation
numbers in relation to the expected observables in a given state; that is, the
sum of the products of the occupation numbers with the corresponding values
of the physical observables, etc. Formally this means, as noted earlier, that if
A is a selfadjoint operator in H with the spectral resolution A then

f X = f XdN(X), where N(X) is the number of particles for
whichA has a value S k.

An occupation number ÔF'(P) is affiliated with the Weyl algebra if P is the
projection onto a finite-dimensional subspace, in the sense that the bounded
functions of ÔJT(P) are in W; in particular, = f(e") is in W for arbi-
trary real t. This implies that the joint distribution of such occupation numbers
is well defined in any regular state—even if this state is nonnormalizable"
in the sense that there is no associated trace-class density matrix on K, the
free field state vector space. More specifically, if e1, e2,- is an orthogonal
basis for H, the joint distribution of the = 8F(P1), where is the projec-
tion on the one-dimensional space spanned by (j = 1, 2 k), has

E is the state in question. This
assures that there exists a joint distribution of all the in any regular state,
by Theorem 1.4, or by Kolmogorov's theorem, providing a particle interpre-
tation for an arbitrary such state. in particular, n, is well defined as a
random variable, which may however be infinite on a set of positive measure,
or indeed on the entire underlying probability space.
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A general symplectic T on H will induce an automorphism y(T) of W, as
seen earlier, whose dual action on states will carry any given regular state into
another such state. in general, the vacuum of the free field will be carried into
a state that cannot be represented by vector in K, although it necessarily re-
mains pure.

EXAMPLE 5.3. In particular, any unitary operator U on H induces a trans-
formation on the regular states of the free boson or fermion field over H. The
free vacuum is invariant under the induced actions of all of U(H). It is the
unique such state that is normalizable in the free field representation.

Examples of states of the Weyl algebra that are invariant under (the induced
actions of) arbitrary unitaries on H are those with generating function

k � 1. The average of such with respect to a probabil-
ity distribution for k on [1,00) is also automatically the generating function of
a U(H)-invariant state, and it is the most general such regular state. A corre-
sponding result is valid for the Clifford algebra. The joint distribution of the
occupation numbers in the state of generating function can be computed
explicitly, and it developes that the expected number of particles is infinite
unless k = 1. In principle there may be other states invariant under a nontrivial
unitary representation of the Poincaré group, or another group having a non-
compact simple factor, but none have been rigorously constructed. This prob-
lem connects with constructive quantum field theory, in which the invariance
properties of the putative physical vacuum are in question.

Problems

1. Let H be a complex Hilbert space and let W denote the Weyl algebra
over H. A state E of W is said to be unitarily invariant in case E(A) =
E(y(U)A) for all A Wand U U(H).

a) Show that F(z) = e - is the generating function of a regular state of
W if and only jfk � I, and that this state is unitarily invariant.

b) Show that the most general unitarily invariant regular state can be ex-
pressed in terms of an integral of the F(z) with respect to a probability measure
in k-space (cf. Segal. 1962).

2. Determine the distribution of occupation numbers in the unitarily invari-
ant states described in Problem Ia, and show that the total number of particles
is a finite random variable only when k = I.

3. Show that every regular state of the W having finite particle
number with probability one has a trace class density matrix in the free field
representation (cf. Chaiken, 1967).
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Quantization of Linear

Differential Equations

6.1. Introduction

Quantum field theory originated in extremely intuitive and heuristic work,
which in part appears to some physicists and mathematicians as almost fortu-
itously successful. Briefly, Dirac was inspired by the success of Heisenberg's
postulate pq — qp — i/i for treating systems of a finite number of degrees
of freedom, and sought to extend it to the electromagnetic field, which has an
infinite number of degrees of freedom. At a fixed time, the field values and
their first time derivatives resemble analytically the p and q that describe the
kinematics of a nonrelativistic particle on the line, apart from the infinite-
dimensionality, which requires an infinite set of p's and q's, such as have been
treated earlier. The commutation relations are determined in a natural way and
are formally the same as those of Heisenberg, despite the considerable differ-
ence between the essentially geometrical variables in the original Heisenberg
relation (position and momentum) and the function-space variables in quan-
tum field theory (such as the components of the electromagnetic field).

Dirac's proposed theory was initially highly successful; its first-order im-
plications correlated very well with empirical and earlier theoretical work (of
Einstein, notably) on processes in which particles are emitted or absorbed. In
particular, it explained why such processes occur, whereas the Heisenberg-
Schrodinger theory described some of the key processes without explaining
their origin. The theory of "quantized fields" was polished, extended, and
rounded out by Dirac himself, Heisenberg and Pauli, Bohr and Rosenfeld. and
many others in the several years following Dirac's original work in the middle
1920s. From an intuitive and formal mathematical standpoint it was extremely
attractive and interesting, embodying as it did a rather complete, far-reaching,
and plausible theory of the relations between particles and fields in a few com-
pact and empirically motivated assumptions. There was, however, a certain
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fundamental vagueness in the formulation, which involved nonlinear func-
tions of a quantized field. In modern terms these fields are recognized as op-
erator-valued distributions, of which nonlinear functions arc not in general
well defined. This vagueness remains unresolved to this day, and represents
probably the central foundational issue of quantum field theory. in any event,
quantum field theory fell into some disrepute because of the persistent con-
comitant infinities in its higher-order implications.

The theory was basically too nebulous to survive mathematical attempts to
isolate, clarify, or remove all such infinities. For many years physicists ar-
gued, as some continue to do, that the infinities were symptomatic of physical
rather than mathematical deficiencies; that an essentially different theory, to be
suggested perhaps by further accelerator experiments, was required. But no
really concrete proposals for an effective alternative have come from the ex-
tensive experiments conducted over many decades. Purely mathematical work
during this period has, however, indicated that reformulations and develop-
ments in line with contemporary mathematical ideas may well be the answer.
And thereby hangs our tale.

6.2. The Schi-odinger equation

From an abstract position, there is no problem in quantizing a linear differ-
ential equation that can be put in the form au/ar = Mu, whereu is a function
from R to a complex Hilbert space H, in which A is a given selfadjoint oper-
ator. Taking for specificity the case of boson quantization, the free boson field
(K, W, r, v) curlier treated specializes by applying I' to the "single-particle
dynamics" CitA to define the dynamics of the corresponding quantized
field. The number of particles in various states at later times, given the initial
state, may then be computed according to conventional quantum phenome-
nology. But concretely, the interpretation of fields as existing in an ambient
geometric space appears as a virtual conceptual necessity. even though the
quantized field themselves are not directly observed. More significantly from
a practical standpoint, the spatial dependence of fields is needed in order to
form local interactions, which indirectly assures consistency with the basic
physical constraint of causality.

The simplest case is that of the Schrodinger equation = IAII'. and its
quantization serves to illustrate the basic ideas. In the classical (i.e.. not quan-

tized, or sometimes, not second-quantized. the "first" quantization describing
a single particle) equation. x) is a complex-valued function on space-time
such that L2(R3) = H, andA is an essentially given sclfadjoint operator
in H. Heuristically, the process of quantization is the replacement of l' by an
operator-valued function that satisfies the "same" differential equation
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(formally) but whose values do not mutually commute. Without some speci-
fication of the commutators, quantization is obviously indeterminate, but the
simplest nontrivial assumption is that at any fixed time the commutators are
scalars. Invariance andlor classical dynamical considerations (originating in
Lie's theory of contact transformations) indicates the specific heuristic com-
mutation relations

4i(z,y)] = ö(x — y), 4i(:,y)J = 0.

The intervention of the Dirac delta distribution here indicates that x)
must be a distribution or other generalized function, and an analysis from the
standpoint of physical measurement (originated by Kramers and developed
by Bohr and Rosenfeld) confirms the idea that only the averaged fields

x)f(x)dr, wheref is a reasonably regular (e.g.. function on space,
have physical meaning as observables accessible by a conceptual measuring
process. This idea is readily implemented mathematically. Indeed, general-
ized operators may be defined that represent the values of the fields x) at
individual points, but we begin with the simpler case that can be described in
terms of densely defined operators in Hubert space. Thus we deal with an
operator-valued function 'I'(t,f) that is interpreted physically as the average
of the quantized field 4s0. x) at time 1 with respect to the given test functionf.
Symbolically, 'P0,1) = x)f(x)dx.

Naturally, regularity questions are involved in the treatment of differential
equations. It is convenient to work, in part at least, with a domain that is
invariant under the differential operators involved and related operators. In a
given space-time, regularity is normally sufficient. On the other hand, gen-
erality and succinctness are facilitated by an abstract treatment involving un-
bounded operators in Hilbert space. If A is a given partially defined linear
operator in a topological linear space L, the domain consisting of the
intersection of the domains of A" (n = 0, 1, 2. ...) often intervenes in such a
treatment.

Similar considerations apply to group representations rather than to individ-
ual operators. It will suffice here to consider the case of a given continuous
one-parameter group V in a Banach space B. D.(V) is then definable as
where A is the generator of V. When multi-parameter groups such as the Poin-
care group in relativistic theory are involved, the relevant regularity consid-
erations are largely reducible to the consideration of the time evolution sub-
group, by virtue of a partially majorizing role of the energy. For this reason,
little essential is lost by limiting consideration here to the case of a single
operator or one-parameter group.

The next theorem gives a rigorous formulation of the quantization of the
Schrodinger equation. in a slightly abstract form that enhances generality. For
rigorous purposes it is convenient to begin with the consideration of hermitian
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fields 4)(t, f) rather than the nonnormal fields x) discussed heuristically
above.

in order to state properly the Schrodmger equation for the quantized field,
which exists only as a generalized function, we first observe in formal terms
how the classical equation is naturally reformulated to deal with generalized
solutions. The equation = Mdi, where = x) and A is an operator on
functions of x, takes the following form on multiplication by an arbitrary
function followed by integration with respect to x:

=

if 'P(:, f) denotes x)f (x)d.x, then the integrated counterpart
to the Schrodinger equation takes the form

a1W(t,f) = (6.1)

for appropriately regular!. Equation 6.1 will be used to formulate the Schrö-
dinger equation for the quantized field, first in terms of the hermitian compo-
nents of the field.

THEOREM 6.1. Let A be a given strictly positive selfadjoin: operator in the
complex Hilbert space H. Let (K, W, F, v) denote the free boson field over H,
let 4(U) denote the selfadjoint generator of the unitary group W(tu) and set

u) = F(e'M)4(u)T(e "i). Then u) satisfies the (quantized) Schrö-
dinger equations in the following sense:

i) the closure of E-'14)(1 + E,u) — has tile limit USE
—i 0 in the space of selfadjoint operators in K. with its strong topology.
sfu€D(A);and

ii) for arbitrary u and w D,,(H), where H =

ô,4(t, u)w = iAu)w.

Conclusion i) follows from Chapter 1, on noting that + E, a)
= (I)(t,etMu) and that the closure of E-'14)(t + E,u) — (I)(t,u)j is (D(t.

— l)u). For 4(Xm) 4(x) in the strong operator topology as x,,, x.

Indeed this is equivalent to the convergence of the one-parameter unitary
groups to the group W(tx). This follows in turn from the strong conti-
nuity of W(z) as a function of z.

Regarding conclusion ii), note first

LEMMA 6.1 . I. Given arbitrary x H and a then a D(4(x)) and

114(x)uli c lxii ll(H + I

for souse constant c independent of x and u.
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PROOF. Write 4)(x)u in the form 2 + C(x)4)u, applicable to u in the
common domain of C(x) and C(x)*. Then

(4i(x)u, 4(x)u) = I(C(x)u, C(x)u) + C(x)*u)

+ (C(x)*u, C(x)u) + (C(x)u, C(x)u)I.

Applying the Schwarz incquality, it follows that

i(4(x)u112 IIC(x)u112 + IIC(x)*u112.

Let P denote the projection on the one-dimensional subspace spanned by x.
It is easily seen that it is no essential loss of generality to assume that A is
bounded below by I, so that P I A, implying that N H, where
N = It follows, noting that äf(P) and N commute strongly, that D(N)
C D(âf'(P)). But it is readily verified, taking lxii = 1 (without loss of gener-
ality) that C(x)C(x)' = and that C(x)C(x) = + I. it follows in
turn that IIC(x)*u112 (Nu, u) and IIC(x)u112 ((N + l)u, u), whence

s ((2N + I)u,u) fl(2N +

By a simple approximation argument, this inequality remains valid for arbi-
trary u€ But 2N + I 211 + 1, so (2N + I)" (2H + whence
the inequality holds a fortiori when N is replaced by H. D

PROOF OF THEOREM, CONTINUED. The conclusion of the lemma may be ex-
pressed as 114(x)(H + � lxii for arbitrary u K, i.e., 4(x)(H +
I) -. is a bounded operator. Now

+ €, u)w — •(1, u)w] = — eaM)u)bv

= — eM)u) (H + 1)-"ll 1(H +

Applying the indicated boundedness, it follows that ii) is valid for arbitrary w
E and in particular for w U

COROLLARY 6.1.1. Let 'P(:,f) denote the closure of — itD(i,
if)). Then for arbitrary real s andi. the closures of

I'P(s,f), l'I'(s,f), 'P(i,g)l,

exist and are respectively (c'" - g), 0, and 0.

PROOF. The case when s t is reducible to the case s = t by the observation
that

4'(i,f) = "P') =

The case s = t is similarly reducible to the case z = 0. The corollary then
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follows from the relations between creation operators and the hermitian fields
developed in Chapter 1. 0

6.3. Quantization of second-order equations

in general, quantization of second-order equations can be effected by re-
duction to the first-order case just treated. An important and typical case is that
of an equation of the form Ow + V(x)cp = 0. Here V(x) is a given function on
physical space, e.g., while p is a real function on space-time, i.e., M0 =
R x R", and 0 = — A. Assuming that V is nonnegative, bounded, and
measurable, and introducing the selfadjoint operator B = (V — A)":, this
equation may be expressed in the abstract form ô?u + B2u = 0, where a =
u(t) is a function from R to a function on This in turn becomes the first-
order equation c3,y = Ay, where y = y(t) has values in the space of pairs (f,
g), each of f and g being a function over physical space, and A is represented
by the matrix

(0 /
()

The main difference from the Schrödinger equation is the more explicit role
played by 8, p, which is usually dealt with by a treatment in terms of "canon-
ically conjugate" fields, i.e., analogues to p and q. The basic result may be
stated as

THEoREM 6.2. Let B be a given strictly positive selfadjoint operator in a

real Hubert space H'. Let H denote the complex Hilbert space consisting of

all pairs (x, y) with x andy in H', with the following action of i:

i:(x,y)F—÷(B'y, —Bx),

and the inner product

((x,y),(xy')) = (Cx,Cx') + (C'y,C'y') + i((xy) — (x,y'))

where C = B":. Let A denote the selfadjoint generator in H of the one-param-
eter unitary group represented by the matrix

U(t) — ( cos(tB) B'sin(tB)
— \—B sin(tB) cos(tB)

Let (K, W, r, v) denote the free boson field over H, and let 4,(z) denote the
associatedfield operator. Then setting
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4)(z, x) = - 'x, O)f(U(t))-',
fl(:,x) = f(U(z))4)(O,Bx)F(U(t)Y'

for arbitrary x H', the following equations are satisfied:

ô,4)(t, x)w = fl(t, x)w; ä,24)(t, x)w + (1)(t, B2x)w = 0

for arbitrary x D,.,(B) and w

Conversely, suppose that (I)(t, x) and I1(z, x) are maps from R x H' to the
selfadjoint operators on the complex Hubert space K, in which is given the
one-parameter unitary group r(•) with nonnegative generator H, such that
Hv = Ofor a given vector v in K that is cyclic for the totality of all operators
of the form or (x, y H'; 10 fixed), and that the Wevi relations at
time 1 0 are satisfied together with the quantized differential equation in its
integrated form: = W(U(:)z) (t R, z H). Then this structure
(K, 4), fl, I', v) is unitarily equivalent to that just described.

PROOF. This is essentially a special case of Theorem 1.11, in which the
single-particle Hamiltonian is A. Details are straightforward and are omitted.

El

In terms of space-time averages, rather than space averages at fixed times,
Theorem 6.2 may be formulated as

COROLLARY 6.2.1. Suppose B takes the form (V — in where V
is a strictly positive measurable function. Then there exists a unique map 4)
from to selfadjoint operators in K such that

i) for anyfunctionf(t, x) in 4)(f) is the closure of f4)(t, f(z,))dz,
defined as a weak integral relative to vectors in D,,(H);

ii) 4)((E1 + V)f) = Ofor arbitraryf in C(M0); and
iii) for arbitrary w and w' in ((1)(IJ)w, w') is as a function off, a

distribution on M0.

Moreover, if G is the subgroup of the Poincaré group that leaves V fixed.
with corresponding action U on H, then4) intertwines with ['((.1(G)): for ar-
bitrary g G, ['(U(g)) (I)(f)f(U(g))1 = where = fig -

PROOF. This follows, e.g., by the representation of functions in as
limits of linear combinations of products of functions on time and space sep-
arately; the details are left as an exercise. 0

LExicoN. In theoretical physical terms, the last theorem describes in essen-
tially relativistic terms the quantization of the Klein-Gordon equation, +
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m2cp = 0, and similar equations including those involving a given external
potential V. The heuristic quantized field p(:, x) is to be thought of as the
symbolic kernel for 4', i.e., 4'(f) = j'ço(X)f(X)dx. Later it will be seen that
an appropriate interpretation is available as a generalized operator, but
such pseudo-operators cannot generally be multiplied, and for many purposes
it is more effective to work directly with true operators.

Practical (perturbative) quantum field computations in heuristic theory often
dispense with rigor and facilitate computations by working with the symbolic
kernels Ip(x), p(y)] = iD(x — y) and (p(x)p(y)v, v) = G(x — y) of the fun-
damental antisymmetric and symmetric forms, lm(,') and Re(','), and related
kernels. These are definable as distributions satisfying the underlying classical
equation with appropriate initial conditions and inhomogeneous term. For con-
stant V they are readily expressible via Fourier analysis in momentum space,
or explicitly as Bessel functions in physical space. Thus, D(x) is the unique
distribution satisfying the equation (0 + V)D = 0, with the Cauchy data:
D(0, x) = 0, a,D(0, x) = b(x), while G(x) is the unique distributional solution
of the same equation with the Cauchy data: G(0, x) = (B - 'ö)(x), ä,D(0, x) =
0. These and similar singular functions primarily involve aspects of classical
hyperbolic equations and space-time geometry, and will not be elaborated
here.

6.4. FinIte propagation velocity

An important aspect of causality, and one that distinguishes solution mani-
folds of wave equations from general section spaces, is the notion of finite
propagation velocity. Einstein enunciated the principle that no observable
physical effect can be propagated more rapidly than light. This has a variety
of analytic interpretations, one of which is that the fundamental partial differ-
ential equations of physical theory must be hyperbolic. Such equations have
well known domain of dependence properties, which roughly state that the
value of the solution of the Cauchy problem at a given point of space and time
i depends only on the Cauchy data in a region whose size grows with t, rather
than on the CaQchy data throughout all of space. The rate of increase of the
domain of dependence is substantially the propagation velocity, and Einstein's
law, as well as intuitive physical perceptions, is quite effectively modeled in
this way.

The finite propagation velocity property is a highly distinctive one, and
characteristic of hyperbolic equations. For example, if 13 is a positive selfad-
joint operator in L2(R") that commutes with the action of the euclidean group
on this space (and so may be represented by multiplication by an arbitrary
positive rotation-invariant measurable function Ofl the Fourier transform), the
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differential equation + = 0 has the finite propagation velocity prop-
erty only if B2 differs from — by a constant (Berman, 1974). In this section
wc show that simple types of quantized equations also exhibit finite propaga-
tion velocity. if dependence is defined in the manner appropriate to noncom-
muting operators.

In order to treat succinctly fairly general cases, we make the

DEFINmON. A graduation on a Hubert space H is a function q from H to
the interval [0, co] such that

1) {xEH;q(x)<x}isdenscinH;
ii) q(ax + y) max{q(x). q(y)} for any real a andx,y H; and
iii) liminfq(xj.

A given one-parameter group S() on H is said to have speed c in case q(S(t)x)
clii ÷ q(x).

EXAMPLE 6.1. Let H denote the Hilbert space of real normalizable solutions
p of the wave equation on M0, relative to the complex Hubert structure given
in Section 6.3. Let q(p) denote the diameter of the support of the Cauchy data
for p at time I = 0, and let U(t) denote the one-parameter unitary group of
time evolution. Then the foregoing conditions are satisfied. The same is true
if more generally a bounded nonnegative potential V(x) is incorporated into
the equation. These results follow from the classical theory of hyperbolic sec-
ond-order differential equations.

THEoREM 6.3. Let H be a graduated Hubert space. and let U() be a con-
tinuous one-parameter group on H of speed c. Let (K, W, r, v) denote the
free boson field over H. Then W(U(t)z) is in the of operators gen-
erated by the W(:') with q(:') q(z) + clii. for arbitrary z H and t R.

PRooF. U(t)z is itself such a z', so the conclusion is immediate. D

COROLLARY 6.3.1. For the Klein-Gordon field on with external potential
V. where V is a given nonnegative, bounded measurable function on space R3.
and for any neighborhood N of a given point x E R1. the R(t. N)
generated the spectral projections of the 1'(t. U) and l1(z, a) with a in C'
and vanishing outside N is contained in R(0, N + 8(t)), where 8(t) denotes
the ball of radius centered at the origin.

PROOF. This is the special case of the theorem in which H is the solution
manifold of the Klein-Gordon equation described above, and U(t) is the tem-
poral evolution group defined by the equation. LII
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Thus, the field ç(:,x) is "virtually" in the W-algebra of operators gener-
ated by the ip(O,y) and the 81ç(O,y) with [y — xis ill.

COROLLARY 6.3.2. Theorem 6.3 remains valid in the case of a free fermion
field, provided W is replaced by the corresponding fermion field 4).

PROOF. The same argument applies. D

6.5. Quantization of the Dirac equation

As far as the algebraic framework is concerned, the Klein-Gordon equation
could be quantized equally in fermionic terms, but this would violate the Ein-
stein principle, as interpreted in terms of the commutativity of the field oper-
ators in space at equal times. There is, however, no violation of Einstein cau-
sality in the ferniionic quanhization of the Dirac equation, in the standard
physical interpretation according to which the Dirac field itself is not directly
observable, but only certain bilinear expression in this field, called "cur-
rents," for which appropriate commutation at different points of space at the
same time follow from the fermionic anticommutation (Clifford) relations.
The Dirac field is the simplest prototype for the modeling of fermionic parti-
cles and its quantization exemplifies the general case.

The theory of classical spinor fields is basically a matter of space-time ge-
ometry, rather than of algebraic quantization, and so will be described only
briefly here. We take the elementary position according to which a general
spinor field is a function on space-time M0 with values in a finite-dimensional
"spin" space. Under a transformation g in the Poincaré group P, such a func-
tion qi(x) transforms not only directly, displacing x into g '(x), but the vector
in spin space, is transformed according to a given representation R of the
universal (in fact, two-fold) cover P of P. In the particle models of standard
relativistic physics, R is trivial on space-time translations, which form an in-
variant subgroup of the Poincaré group, and so reduces effectively to a repre-
sentation of the universal (two-fold) cover L of the homogeneous Lorentz
group L, which may be identified, in the case dim M1, = 4, to which we now
restrict consideration, with the group SL(2, C).

The basic and prototypical case is that of normal Dirac spinors, for which
the spin space is four-dimensional, and the action of L can be described sim-
ply, in infinitesimal form, as follows: let Q(X, Y) denote the symmetric form
on M0, X'Y = x0y0 — xy1 — — x3y1, and let? denote the Clifford map
over M(,, i.e., the essentially unique linear map from (as a vector space)
to 4 x 4 matrices, such that '?(X)2 = Q(X. X) I. any two such maps being
conjugates by a fixed invertible matrix. Let the e1 (j = 0, 1, 2, 3) be the vec-
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tors in the original four-space with all components 0 except 1 in the jth posi-
tion. The Lorentz group can be defined as that of homogeneous linear trans-
formations leaving invariant Q, and its action on M0 is accordingly generated
by the vector fields = — where = e'). The spin rep-
resentation R of L can be defined as that for which the corresponding infini-
tesimal representation carries into The Dirac equation takes the form
Dii' + im4s = 0 (m > 0), where D denotes the operator in the space of func-
tions over M0 with values in the four-dimensional spin space, D =
The null space of D + im is invariant under the following representation U of

U(g): R(g)4i(g - '(K)).

Just as the solutions of the Klein-Gordon equation having compact sup-
port in space at each time form a P-invariant pre-Hilbert space in a unique
way, the same is true for the Dirac equation, with some slight differences. In
the latter case, the so-called "wave function" ii' is complex-valued; and the
completion of the solution manifold is not irreducible under P, but decom-
poses into four irreducible components. each of which is transformed in a
unitary way by the action U of the Poincard group. The spectrum of the self-
adjoint generator of temporal evolution is positive for one pair of the compo-
nents and negative for the other pair; each pair is interchanged by space rever-
sal, which is not contained in the connected group P. The physical
interpretation of the apparent negative energy of one pair of components,
which was advanced by Dirac and remains in heuristic use, is that this pair
essentially represents antiparticles to the particles represented by the positive
components. More specifically the antiparticlcs arc represented by "holes" in
a "sea" of negative energy particles. This has not appeared satisfactory to
some physicists. We will see that the problem arises essentially because of the
use of an inappropriate complex structure in the solution manifold of the Dirac
equation. To begin with, we treat one of the components. namely the positive-
frequency solutions of the indicated equation, having finite Hubert norm: con-
ventionally, this is the "particle" component.

Consider then the space of all solutions ii' of the equation (D + im)4'
= 0 having positive frequency. To specify this space precisely, we note that
on multiplication by 'ye, the equation attains the form

iii,4i = a,iI,4, + C12a241 + + a4m4,,

where the are hermitian matrices on spin space, for an appropriate represen-
tation to the y's.

It follows that if ((',')) denotes the usual positive definite inner product in
C4. then (ç, 4') = f((p(i, x), tJ'(i, x)))d3x is independent oft for any two solu-
tions ç and 4,, and it can be shown to be P-invariant. Accordingly. H,,, is
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defined as the Hubert space of all solutions 4' for which 141112 = (4',4') is finite.
The subspaces H, of posiiivelnegative frequency are the corresponding ci-
genspaces of the selfadjoint generator of temporal evolution.

In these terms the quantized (positive-frequency) Dirac field may be for-
mulated as follows: let (K, C, r, v) denote the free fermion field over the Hil-
bert space just defined, C denoting the complex-Clifford map

C(x)C(y)* + C(y)C(x) = (x, y), C(x)C(y) + C(y)C(x) = 0

for x, y H,,,. Let 'P(:, u) = r(u(i))c(u)r(u(t))-' where r P denotes tem-
poral evolution (translation) by time 1. The symbolic function x) is the
kernel of 'P(:, u), which has the symbolic form

'V(t, u) = f x), u(x))) d3x.

The Dirac field just established satisfies all but one of the basic physical
desiderata: (1) the Dirac equation, as adapted to operator-valued (generalized)
functions; (2) the Clifford (or canonical anticommutation) relations; (3) posi-
tivity of the energy. as a scifadjoint operator generating the temporal evolution
of the field; and (4) the existence of an essentially unique vacuum vector, i.e.,
the lowest eigenvector for the energy. which moreover is a cyclic vector for
the field operators. It can be shown that these features alone uniquely deter-
mine the field, within unitary equivalence (cf. below), and that, moreover, the
field is Lorentz-invariant, in essentially the same sense as the scalar field
treated above. The one feature it lacks is invariance under "particle-antipar-
ticle conjugation." To achieve this it is necessary to treat the full Dirac equa-
tion, including its negative frequency component. The treatment of this com-
ponent involves an additional feature that is now simple and transparent, but
was historically obscure and problematic; and to some extent, even recent
physical literature reflects this obscurity.

Dirac's treatment was in part interpretive rather than analytical: as noted,
he argued that the negative-frequency vectors in the full solution manifold for
this equation represented "holes in a sea of negative electrons." A treatment
that was operational rather than intuitive took some decades to evolve. A rep-
resentative view, as expressed by G. Källén (1964), was that "a completely
consistent formulation of Ithe interpretation ofi the negative-frequency solu-
tions of the Dirac equation can not be obtained without use of second quanti-
zation." It is universally accepted that with suitably modified quantization of
the full Dirac equation, the energy operator is nonnegative. In the physical
literature the modification consists in the replacement of the free-field repre-
sentation of the Clifford relations by one that is inequivulent on the negative
frequency subspacc. together with consequent alterations of the basic formal-
ism. This is arguably somewhat opportunistic, but the result agrees. as regards
its practical implications, with what is obtained from modification of the initial
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complex structure on the basis of invariance and stability constraints, which is
used here. This latter general approach is in keeping with other indications
that it is not so much an equation that requires quantization, as a group repre-
sentation in a real orthogonal or symplectic space, which arises as an invariant
subspace of the section space of a homogeneous vector bundle ovcr space-
time, or physically speaking, a specified class of fields. The equation itself
serves, from this point of view, as an alternative description of the action of
time translation in the group representation.

Thus the single-particlcfrequency (i.e., dual variable to the time) must be
distinguished from the energy of the particle as a state of the quantized field.
This may be interpreted mathematically as a change in the complex structure
of the single-particle Hilbert space H, according to which the original complex
structure i must be replaced by the modified complex structure i' = isgn(k0),
where k0 is the dual variable to the time coordinate x0 (i.e., the frequency).
Here sgn(k0) is defined by the operational calculus for selfadjoint operators (or
by Fourier transformation). The operator i' is equally Lorcntz-invariant, of
square equal to — 1, and orthogonal relative to the symmetric form Rc((.,.));
but temporal evolution on the negative frequency subspacc has a positive gen-
erator, relative to the Hilbert space H' obtained by using i' in place of i as
complex structure, and retaining the cited symmetric form.

The modified Hilbert space H' is correspondingly decomposable as the di-
rect sum H + ®H -, where H•• and H - arc the positive and negative frequency
components in the original space H. This decomposition is Lorentz-invariant,
and the representations of the Poincard group P on H - arc abstractly
identical, i.e., unitarily equivalent. Relative to the complex structure i', the
two subspaces cannot be distinguished Poincard-wise (e.g., by conventional
"quantum numbers," which arc represented by the actions of elements of the
enveloping algebra of the Lie algebra of P). They may be distinguished only
by a two-valued "label," which is physically interpreted as charge, and given
the values ± 1 in suitable units. Thc quantization of H' then results in a phys-
ically appropriate quantization for the full Dirac equation, including positivity
of the energy and the other physical desiderata earlier cited, as well as a simple
form of charge conjugation.

The unicity theorem of Chapter 3 shows that the result of the foregoing
procedure is the unique positive-energy quantization of the full Dirac equa-
tion. The complex structure 1' is unique, and any positive.cnergy quantization
must be unitarily equivalent to that given above, by virtue of this theorem.
However, since modification of an initial complex structure in accordance
with physical constraints of invariance and stability is an idea that is not yet
commonly encountered in the physics literature, the full "fcrmion-antifer-
mion" quantized field is usually obtained in another manner. The device used
for the quantization of the negative-frequency component of H has an appear-
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ance of opportunism, but is effectively (i.e., as regards "practical" implica-
tions) equivalent to that obtained by modification of the complex structure in
H. This is implied by the unicity theorem as a consequence of its positive
energy and other features characterizing free fermion fields.

More specifically, the basic device used commonly in the physical literature
consists in the interchange of creation and annihilation operators for the anti-
particle, and a corresponding redefinition of the field energy, particle num-
bers, etc., which in this literature are defined in terms of the creation and
annihilation operators. Consider, to begin with, the problem of the positive-
energy fermionic quantization of a classical field whose single-particle tem-
poral evolution generator is negative. It is clear that on the free fermion field
as defined earlier, the total energy of the free fermion field will be negative.
To overcome this, one may interchange the creation and annihilation opera-
tors, which can be regarded as a mathematical implementation of Dirac's es-
sential concept. This in itself would not change the representation F' of the
unitary group on the single-particle space, as formulated here; but in much of
the literature, such operators as the energy, the number operators, and other
generators of the Poincard group are given explicit (if heuristic) expressions
in terms of the creation and annihilation opertors, rather than defined by group
invariance considerations, as here, In consequence, the effective F' (more pre-
cisely, the restriction of F' to P and to the phase transformations" whose
generators define the particle number operators. which are the aspects of 1'
required for practical purposes) is altered in such a way that the field energy
and particle numbers become positive operators.

This device was earlier viewed with some suspicion. in part because of the
apparent lack of unitary implementability of the canonical transformation in-
volved in the interchange of creation and annihilation operators. That this ap-
parent lack is real may be confirmed by application of Theorem 4.6. Relative
to an appropriate basis e1, e2, ... for the single-particle space. the interchange
of creation and annihilation operators is the implementation on the Clifford
algebra of the orthogonal, nonunitary, transformation: —. — ie1. It

is immediate that this is unitarily implementable only in the case of a finite-
dimensional Hilbert space. The literature includes many attempts to obtain
effective limits of the implementing unitary transformations in the n-dimen-
sional case, as n becomes inflnite, which limits, of course, do not exist. A
simple, rigorous formulation of the stable quantization of a negative-fre-
quency fermion field is as follows.

We first define the anti-free-field over a complex Hilbert space H with a
given conjugation x. Let (K. C, F', v) denote the free field over H. Let K' =
K, C'(x) = C(x)*, f'(U) = F'(xUx). and v' = v. The anti-free-field over H
is the system C F' v'). Now let U be a continuous, unitary representation
of the Poincard group P on the complex Hubert space H, and suppose the
generator of temporal evolution is negative. Then the anti-free-field over H
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with respect to the unique conjugation x, such that xUx has a positive gener-
ator for temporal evolution, is such that the selfadjoint generator of r'(V(.)),
where V(t) is the one-parameter group representing temporal evolution, is non-
negative.

It is clear that this construction yields one that is identical (within unitary
equivalence) to that obtained by changing the complex structure i on the neg-
ative-energy Hilbert space to the complex structure — i. The main result, that
this procedure is intrinsically a natural and essential one, however it may be
formulated analytically, may be clarified by the following considerations: the
canonical representation r of the unitary group U(H) of a Hilbert space H is
naturally extendable to a representation I" of the group Ue(H) ("e" for "cx-
tension") of all real-linear operators on H that are either unitary or antiunitary
(i.e., anticommute with i) Thus, in the particle representation, for any
V U'(H) may be defined as the direct sum of all symmetrized or skcw-sym-
metrized powers of V (depending on whether the quantization is bosonic or
fermionic). Alternatively, it may be characterized by the properties that NV)
is the unique unitary or antiunitary operator T on K such that TC(z)T =
C(Vz) and Tv = v, taking for specificity the fermionic case.

Consider now the fermionic quantization of an arbitrary one-parameter uni-
tary group of transformations on a Hubert space. The application to wave
equations naturally involves the formulation of the solution manifold as a Hil-
bert space on which the temporal evolution defined by the equation is repre-
sented unitarily.

SCHOLIUM 6.1. Let V(t), t€ R, be a one-parameter continuous unitary
group on a Hubert space H. Then there exists a system = (K. 1', v) such
that K is a complex Hubert space; 4) is a real linear map from H to bounded
hermitian operators on K such that (4)(x), = y); F() is a one-
parameter unitary group on K such that F(t)4)(z)1(t)-' = 4)(V(t)z) (i€ R.

H), and whose selfadjoint generator is nonnegative: and v is a unit vector
in K that is invariant under all r(t) and cyclic for the 4)(x), x H. E is unique
within unitary equivalence ifand on/v V(') has no nontrivial fixed vector.

Concretely, may be represented as follows. Let A denote the selfadjoini
generator of V(), and let H = -. where A is positive on H, and
nonpositive on H -, each of H. and H - being invariant under V(S). Let the
free fermion fields over the H and H be denoted as (K -' C , 1. •

Then K = K ÷®K -: C(:. + ) = C(:. )®I + ). flVtt))
I'(V, (t))®r_(xV_(t)x), where V(t) = V., (t), relative to the decom-
position H = H - . and v = v 0 v

PROOF. This essentially recapitulates elements of the prior discussion, and
details arc left as an exercise.
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Problems

I. Show that the representation U of P on the Hilbert space H,, described
above is in fact strongly continuous, unitary, and splits into two irreducible
components that arc interchanged by space reversal. (Hint: usc the Fourier
transform.)

2. Develop analogues to Corollaries 6.2.1 and 6.3.1 for the Dirac equation.
3. Let x be a conjugation on the given Hilbert space H, and suppose that H

has the form H4 EE)H -, where x carries H, onto H -. Formulate an appropriate
analog to the free fermion field for the free fermion-antifermion field over (H,
x). and show its essential unicity by adaption of the positive-energy constraint
as applied in the proof of Theorem 3.6.

4. Let S denote all C-spinor-valued functions on space R3, and let 'VU,f)
denote a function on R®S to bounded linear operators on a Hubert space K
that satisfies the following conditions:

1) (is/i)) 'I'(:,f) = 'V(i, (D + im)*f) (D = Dirac operator);
ii) I'I'(:,f).'PU.g)t]+ = (f,g), I'I'(t,f),'V(z,g)j. = 0;
iii) there exists a nonnegative selfadjoint operator H in K such that 'P(i.f)

= e""'P(0,f)e" (for arbitrary I and f); and
iv) there exists a vector v in K that is cyclic for the and such that if

H', = 0, then y = cv for some scalar c.

Show that any other such function 'I" (1,1) is unitarily equivalent to 'P(:,f).
5. Develop the of the Dirac equation with the

inclusion of an arbitrary bounded measurable potential V. which is added to
the mass m. Show that if V is bounded by rn. then a positive-energy Hilbert
space quantization exists and is unique within unitary equivalence.

6. Prove the following variant of Scholium 6.1: if V is replaced by a con-
tinuous unitary representation of a Lie group G. which includes a given one-
parameter group designated as temporal evolution, and if the respective posi-
tive- and negative-frequency components of the spectral decomposition of the
temporal evolution group are invariant under V(G), then the conclusion of
Scholium 6. 1 remains valid for the full group G. with the extension of r to a

representation of all of G. and the corresponding adaptation of the concrete
representation given for (In particular. the positive-energy quantization of
the Dirac equation is invariant under P.)

6.6. Quantization of global spaces of wave functions

A useful way to regard the space of solutions of a classical wave equation.
e.g.. the Klein-Gordon equation [If + m2f = 0. is as an infinitesimal cigen-
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space in a spectral decomposition of the differential operator in question—
here, 0. Thus the space L = L2(M0, R) of all real squarc-intergrable functions
on M0 is acted on naturally by the group P byf(X) I—+f(g '(K)), g
P, and by the P-invariant operator 0. But suitable global cigenspaces may
also be quantized, and not merely the infinitesimal ones, which can be re-
garded as arising in the "direct integral" decomposition of L under the actions
either of P or of the wave operator. The infinitesimal case treated above can
be regarded as a limiting case—as a mass packet becomes of vanishing width,
in physical terms. There arc, however, some limitations; m2 must be nonneg-
ative, though the spectrum of 0 extends into positive as well as negative val-
ues. The positive spectrum corresponds to negative values for m2, or "imagi-
nary mass," representing purely hypothetical fields described as tachyonic in
the physical literature. Tachyonic subspaces require separate treatment, in part
for the reason indicated in the following Scholium. (Concerning tachyonic
equations, see also Problem 2 of this section).

SCHOLIUM 6.2. Let M denote the closed linear subspace of L2(M0, R) con-
sisting of the eigenspace of 0 in spectra! range from A to A'. if A and A' are
both negative, there exists a continuous P-invariant anzisymme:ric form on
M, the direct integral of the forms earlier indicated for the Klein-Gordon
equation. if A and A' are both positive, there exists no nonzero continuous
anlisymmerric form on M that is P-invariant.

Taking Fourier transforms, the action of translations in M0 on L
become multiplication operators by complex exponentials, on the subspace of
all hermitian elements F of C); that is, those F with F(K) = F( —K),
K These multiplication operators generate all multiplications by
bounded measurable hermitian functions on subspaccs of the indicated types,
and any operator commuting with translations must itself be represented by a
multiplication by a bounded hermitian function F, by the maximal abelian
character of the totality of such. A continuous bilinear form will be represent-
able by an operator in conjunction with the underlying inner product, and the
form will be invariant if and only if the operator commutes with the action of
P. and antisymmetric if the corresponding function F satisfies F(K) =
— F( — K). When A and A' arc both negative, the operation of multiplication
by sgn k() (where k9(K) is the first component of K, i.e., the dual variable to
x0) is Lorentz-invariant and provides the operator for the form whose existence
is claimed in the theorem. When they are both positive, the question is that of
the existence of a bounded hcrmitian function defined on the region between
hypcrboloids corresponding to A and A' in which is Lorcntz-invariant and
antisymmetric under reflection in the origin. However, in this region. K and
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— K are on the same Lorentz orbit, so there exists no nonzero antisymmetric
Lorentz-invariant function in the region. 0

The examples of single-particle space treated in this chapter have all been
spaces of functions, although vector-valued on occasion. This is a noninvar-
iant and special feature that derives from the simplicity of the representations
involved, and of the space-time M0. More invariantly and generally, single-
particle spaces are formulated as spaces of sections of a homogeneous vector
bundle over the space-time under consideration, e.g., differential forms, spi-
nor fields, etc.

It is beyond the scope of the present work to enter into the treatment of these
matters, but we note especially that "the quantized field at a point" is not an
invariant notion. More properly, the quantized field should be defined as an
essentially linear map from the dual S* of the section space S of the section
space S of the vector bundle in question to the operators on the quantized field
vector space K. Formally, this map is of the form = (ç, where
is arbitrary in 5* and .p is the quantized field. When the bundle is "paralleliz-
able," S* is representable as a space of smooth functions from the space-time
manifold to a finite dimensional vector space, and p can be represented as a
generalized function. But this representation depends in an essential way on
the parallelization, quite apart from the unitary equivalence of the structures
treated earlier. In addition there are important cases, that of Maxwell's equa-
tions, for example, in which a quotient space of solutions, rather than a sub-
space, is involved. The selection of a representative in the residue class (or
choice of gauge) then becomes an issue in the definition of the field at a point,
which is involved in the formulation of a local interaction (which, however, is
ultimately independent of the choice of gauge). Despite these significant com-
plications. the underlying algebraic structures are primarily those of the free
or general quantized fields, correlated with the given wave equation by vari-
ants of the procedures described in this chapter.

Problems

I. a) Let L denote Suppose that T is a P-invariant linear map from
L into the manifold of normalizable solutions of the Klein-Gordon equation,
Up + m2p = 0 in M0. Let (K, W, f, v) denote the free boson field over this
manifold, structured as a complex Hilbert space H as above, and set E(f) =
4(Tf). Show that is a strongly linear and P-invariant map from L into self-
adjoint operators on K. That is, E(af + h) is the closure of a +
for arbitrary real a andf, h in L; and for any g P. = F(U(g))
r(u(g))-', where Udenotes the action ofPon H, and =f(g'(X)).
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b) Let D denote the distribution solution of the equation OD + m2D = 0,
having the Cauchy data at time zero, D(0, x) = 0 and a,D(o, x) = 6(x). Show
that the map T: I F—i fD(X — Y)f(Y)d4Y satisfies theconditions of a). (The
distribution D has the properties: D(—x) = —D(x), and D is invariant under
the action of the Lorenta group.)

c) Conclude that the corresponding is continuous from L to the selfad-
joint operators on K, in the strong operator topology (for unbounded opera-
tors) on the latter and the standard topology in L. Show that this definition of

agrees with that given in Corollary 6.3.1 (with V = 0).
d) Show that there exists a map from M0 to sesquilinear forms on

where H is the energy operator in K, such that for arbitrary u, u' D,(H) and
f€ L

(E(f)u,u') = fp(X)(u,u')f(K)d4X.

Establish a topology in the space of such forms in which the map is contin-
uous and unique, and conclude its P-invariance

=

where unitary transformation of forms is defined to extend that on operators.
Show also that (p(K)u, u') satisfies the classical Klein-Gordon equation, as a
function of X.

2. Let L denote the class of all real solutions in Ml) of the tachyonic
equation (0 — m2)p = 0. m > 0, having compact spatial support at each time
in the usual topology (which is P-invariant). For any two vectors p and tlj
in L, let A(p, = — pa,40d3x (integration being over space at a fixed
time). Show that (L, A) is a symplectic vector space that is invariant under the
action U of the Poincard group: U(g) carries p(X) into p(g '(X)), but that the
action of temporal evolution in (L, A) is not unitarizable, so that there is no
quantization (of the type applicable to real mass, inclusive of a vacuum. etc.).
(Hint: use Fourier transformation.)

3. Develop the fermionic quantization of the Klein-Gordon equation in
analogy with its bosonic quantization, and show that Einstein causality is then
violated.

4. Extend Theorem 6.2 to the case when A and B are not necessarily
bounded by a positive multiple of! (but remain positive). (Hint: work in the
completion of D(C) when C is a positive selfadjoint operator that is not
bounded away from 0, with respect to the inner product (x, Y)c = (Cx. C).)
Apply the result to the quantization of the wave equation, and extend Corol-
lary 6.3.1 to this case.

5. The Maxwell equations apply to differential 1-forms, or "potentials."
A on M0. They assert that oF = 0, where F is the dA. Although only
the latter is construed as directly observable, it is important to work with 1-
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forms rather than 2-forms since the fundamental interaction with charged par-
ticles is local only in terms of 1-forms; but the underlying single-particle Hil-
bert space is then a quotient space. Show that the group acts unitarily
in this space, when formulated as follows in terms of Fourier transforms A(K)
of the potentials:

Let C denote the class of all complex-valued measurable functions A de-
fined on the cone C = (K e M: KX = O} that satisfy the hermiticity condition

— K) = AJ(K) (corresponding to A(X) real) and the normalization KA(K)
= O(i.e., A is in the "Lorentz gauge"), almost everywhere on C. Let L()
denote the set of allA C for which (A, A) = dK is finite, where
dK denotes the (unique) Lorentz-invariant element of volume on C, i.e.,

- Show that (A, A) is nonnegative for arbitrary A satisfying the
normalization condition. Let L denote the quotient of L0 by the subspace of A
for which (A, A) = 0, and for any two residue classes [Al and [A'], define
S(IAI,IA'I) as (A,A'). Let J denote the complex structure on L that is the
quotient of the structure J' that carries each A into its product with i sgn(k0),
and let H then be the complex Hubert space obtained by completion of the
inner product space for which the real part of the inner product is given by S,
the complex structure by J, and the imaginary part of the inner product be-
tween x andy by —S(Jx, y).

6. a) Treat the analog of Problem 1 for the wave equation on R x S. and

develop explicit expansions for the quantized field into corresponding com-
plex exponentials with coefficients that are operators of designated
commutation relations. (Careful about P-invariance!)

b) Do the same for the fermionic quantization of the Dirac equation on
R = I = 0.

7. Let H denote the Hilbcrt space of normalizable solutions to the Klein-
Gordon equation in Minkowski space M0, and let (K, W, f, v) denote the free
boson field over H. Let V denote an arbitrary neighborhood of the origin in
space (Rn), and let denote the (real-linear) subspace of H consisting of
vectors whose Cauchy data at time: are supported in V. Show that v is a cyclic
vector for the set of operators of the form W(z) z e He.. (This result may be
interpreted as exhibiting the intrinsically global character of the vacuum, in
contrast to the local character of the commutation relations. It is a variant of
the Reeh-Schlieder theorem 119611, which was developed in the context of
axiomatic quantum field theory. [Cf. Segal and Goodman. 1965.].)

8. ln the context of Problem 7, show that even if V and V' have disjoint
support, the field operators and where suppf C Vand supp
f' C V'. are not necessarily stochastically independent with respect to vacuum
expectation values.

9. With the notation of Problem 1, show that if a particle is defined to be
localized in the region R at time: if its Cauchy are such that Cf and
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C- 'g are supported in V, where C = (m21 — then regions of space
having disjoint closures have stochastically independent fields localized in
them.

10. In the context of Problem 9, show that there are no selfadjoint operators
X, that arc local in terms of the Cauchy data at a given time that transform as
do the Minkowski coordinates under eulidcan transforms (j = 1, 2, 3).
Show, however, that the nonlocal operators C- MJC, where M1 denotes mul-
tiplication by have this property. (The latter operators are essentially those
considered by Newton and Wigner [1949]. There is an extensive literature on
position coordinates for relativistic wave equations, but locality, selfadjoint-
ness, and stochastic independence in disjoint regions cannot be simultaneously
attained.)
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Renormalized Products of

Quantum Fields

7.1. The algebra of additive renorinalizatlon

Both multiplicative and additive renormalizations are used in practical
quantum field theory, but only the latter is clearly involved at a foundational
level. Additive renormalization in its practical form has sometimes been called
"Subtraction Physics." This refers to the isolation of apparently meaningless
or "infinite" terms in an additive symbolic expression, followed by their re-
moval as rationalized by such considerations as locality and invariance. In this
chapter we formulate the basic theory necessary to give mathematical viability
to the program of quantization of nonlinear wave equations and in particular
avoid infinities.

More specifically. we are concerned here to give appropriate mathematical
meaning to the nonlinear putatively local functions of quantum fields that oc-
cur in symbolic quantized nonlinear wave equations. For example. the sym-
bolic expression where p is a given quantized field, and X is a given
point of space-time, is such a putative function. However, as a distribution in
space-time, even after integration against a function of space or space-time,
p(X)" has no a priori formulation. Indeed, there appears to be no useful defi-
nition of products even of classical distributions of a level of singularity com-
parable to that of the simplest quantized fields. Underlying this is the lack of
any direct expression for the integrals whcrcf is a smooth test
function, in terms of the integrals fp(X)f(X)dX that define the distribution p.

I! is remarkable that nonetheless, precisely because of the quantization.
there is an effective theory of powers and other products of quantized fields.
This involves the use of a certain "renormalization map." intuitively, this
map subtracts away infinite divergences in a local and otherwise physically
reasonable way. It will promote logical clarity to develop the initial aspects of
the subject in a purely algebraic setting.
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DEFiNmON. The infinitesimal Weyl algebra E (or E(L. A) ) over a real sym-
plectic vector space (L. A) is the associative algebra over C generated by L
together with a unit e, with the relations

zz' — z'z = —iA(z,z')e

for arbitrary z, z' in L. The subalgebra generated by e and the elements z of a
subspacc N of L is denoted as E(N). The degree deg(u) of an element u of E
is the least integer r such that u is in the linear span of z,z2. 'z,, the being
arbitrary in L; if u = ae with a €C we define dcg(u) = 0 if a 0 and deg(u)
=

EXAMPLE 7.1. Let L denote the space of pairs of real numbers (a, b), with
A((a, b), (a: b')) = a'b — ab', and let F denote the linear map from L to the
algebra A of all lineardifferential operators on

(a, b) —+ ax — ib(d/dx).

This map is an isomorphism of L into A with the usual definition of the bracket
in A. Accordingly, F can be extended to a homomorphism, which we also
denote as F, from E into A. It is not difficult to verify that F is then an iso-
morphism, and that F(E) = A. Thus the infinitesimal Weyl algebra over a
two-dimensional real symplectic vector space is simply representable as the
algebra of all ordinary linear differential operators with polynomial coeffi-
cients.

More generally, if L is a 2,:-dimensional real symplectic vector space, E is
isomorphic to the algebra of all partial differential linear operators on R" with
polynomial coefficients. This follows from the two-dimensional case by tak-
ing A to be in canonical form.

Still more generally, suppose L has the form L = MEE)M*, where M is a

given real locally convex topological vector space and M* is the space of all
continuous linear functionals on M. Let A denote the form

xEBf') = 1(f) — f'(x).

Then the algebra E over the linear symplectic space (L, A) may conveniently
be represented as follows: let Q denote the associative algebra over C freely
generated by M* together with the function identically 1 on M: an element of
Q will be called apo!vnomialon M. Forx in M, let Q(x) denote the derivation
on Q which is uniquely determined by the requirement that it carry an arbitrary
elementf of M* into if(x). Forf in M*, let denote the operation on Q of
multiplication byf. The p(f) are then mutually commutative, and Ic?(x), Q(f)J

:f(x)t', where e denotes the identity operator on Q. From this it follows that
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may be extended by linearity to a mapping defined on all of L, likewise
denoted and satisfying the relations

= —iA(z.z')e

for arbitrary z, z' in L. By general algebra, then extends uniquely to a rep-
resentation of the enveloping algebra E as linear transformations of Q.

When L is finite-dimensional, (L,A) is always of the foregoing form,
within isomorphism, as earlier noted, and E is isomorphic to the algebra of all
linear differential operators having polynomial coefficients, acting on the pol-
ynomials Q on M.

DEFiNITIoN. An isotropic subspacc N of L is one such that A(z, z') = 0 for
all z, z' N. N is said to be Lagrangian if it is maximal isotropic.

SCHOLIUM 7.1. The center of the infinitesimal Weyl algebra E of a given
symplectic space (L, A) consists only of scalar multiplies of the identity. There
are no nontrivial two-sided ideals in E. if L is finite-dimensional and N is
Lagrangian in L, i/zen E(N) is maximal abelian in E.

PROOF. Recall first that every finite-dimensional subspace of L is contained
in a finite-dimensional nondegenerate subspace of L (i.e., one such that the
restriction of A to it is nondegenerate). An arbitrary element u of E is evidently
in E(M) for some finite-dimensional subspace M of L, and hence in E(M) for
some nondegeneratc finite-dimensional subspace M of L. If u is central in E.
it is central in E(M), and hence it suffices to show that E(M) has trivial center.
This follows without difficulty from the representation given in Example 7.1.

If u is a nonzero element of a proper ideal in E, u is contained in a proper
ideal of E(M) for some finite-dimensional nondegenerate subspacc M; hence,
the simplicity of E follows from the simplicity of E(M). This follows in turn
from the observation that by the formation of successive commutators of any
given nonzero linear differential operator with polynomial coefficients on M
with multiplication by linear functionals, or differentiations, a nonzero cle-
ment of Ce is eventually attained.

It is immediate that if N is an isotropic subspace of L, then E(N) is abelian.
Now, suppose that N is Lagrangian in L, and that L is finite-dimensional. If
N' is any complement to N in L, it follows from the representation L =
that, up to isomorphism. (L, A) is the symplectic vector space built from a
finite-dimensional space M, and N = M*. The maximal abelian character of
E(N) is then equivalent to the maximal abelian character of the algebra of all
(multiplications by) polynomials, in the algebra of all linear differential oper-
ators with polynomial coefficients on a finite-dimensional vector space. This
is easily seen. 0
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DEFINm0N. A linear mapping T from a symplectic vector space L to a
vector space L' is called tame if there exists a finite-dimensional nondegener-
ate subspace M of L such that Tz = TPMZ for all z E L, where is the linear
mapping from L into M defined by the equation A(PMZ, z') = A(z, z') for all

M. In this case T is said to be based on M.

DEIINrFI0N. A monomial in E is an clement of the form Z1Z2"•Zn with Z1,
in L. Let E be a given linear functional on E. A renormalizazion map

on E, relative to E, is a function N from the monomials in E to E that is not
identically zero and has the following properties, where the means that the
vector is deleted:

z') = Iz,,z'I (7.1)

E(N(z1z2' = 0 (7.2)

for arbitrary z1 z,, and z' in L. Heuristically, these conditions state that
satisfies commutation relations analogous to those of the ordinary

product,

z'I = (z1, z'j

but is "renormalized" so as to have zero expectation value relative to E. We
shall prove that a unique renomialization map exists relative to any linear
functional E with E(e) 0, and that the renorrnalizcd product has many of the
properties of the usual product, although with some notable differences. For
example, N(z1 ..;) is linear in each argument and lies in the subalgebra of E
generated by z1 Zn and the identity.

THEOREM 7.1. If E is a given linear functional on the infinitesimal Weyl
algebra E over (L, A) such that E(e) 0 then there exists a unique renor-
malization map on E, relative to E.

The following result can be regarded as a quantized version of thc Poincaré
lemma concerning the exactness of a differential form.

LEMMA 7.1.1. Let K be tame linear map from L into E such that LK(z), z']
= (K(z'), z]for all z, z' L. Then there exists an element u a E such that K(z)
= Iu,zl for allz€L.

PROOF. Observe first that it suffices to treat the case in which L is finite-
dimensional. For if K is based on the finite-dimensional nondegenerate sub-
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space M, then KiM satisfies the indicated conditions relative to E(M); hence,
by the hypothesized resolution of the finite-dimensional case, there exists an
element u E(M) such that K(z) = Ia, zJ for all z M. If now z is arbitrary in
L, K(z) = K(PMZ) = [a, PMZI = Ia, zJ, since [z z] = [z PMZI for all z' in M.

Taking L as finite-dimensional, it is no essential loss of generality to assume
that (L,A) is the symplectic vector space built from M. Taking a basis r1,...,

for M and a dual basis q1,... for M*, it suffices to show that ifA1,...,
and B1,... arc given in E, where n is the dimension of M, then there

exists an element a of E such that

=B,; =A,(j= 1

provided the following relations equivalent to the condition that IK(z), z'] =
IK(z'), zi for all z and z' are satisfied:

A,1; [ri, = fri, B,l; BkJ = Irk, A,1,

for all j and k. This clement a will be obtained by successive reduction to the
cases in which 1) A1 = 0 and, ii) A1 = A2 = 0, etc.

It is easily seen that there exist unique elements a11, a1,... (only finitely
many nonzero) of the subalgebra of E generated by q1 and r2
such that

= >

Now let

UI =

then [a1. = A1. Setting

K1(z) = K(z) — Ia1, zl,

K1 satisfies the condition hypothesized for k, and the question of the existence
of a is reduced to the case in which A1 = 0.

Taking this to be the case, apply the same procedure to A2. Ex-

pressing A2 in the form = define
(—0

a2 =

and set K2(z) = K1(z) — ju2, zl. K2 again satisfies the same condition as K,
and has the property that K,(q2) = 0; in addition, K2(q1) = 0. For, on noting
that 1r2, q1] = 0, it follows that
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[u2, q1]
=

q1) I).

On the other hand, since, [q1, A2] = (q2, A1) and A1 is now zero, it follows
that [q1, A21 = 0, which means that

[be, q1]

The uniqueness of the expression of any element of E as a polynomial in one
of the vectors q,, r1,... with coefficients on the left in the subalgebra
generated by the remaining vectors, shows that [b(. q1J = 0 for each This
implies that [u2, q1] = 0. which in turn implies that K2(q1) = 0.

The question of the existence of u has now been reduced to the case in which
A1 = A2 = 0. It is evident that by continuing in the same fashion, the question
may be reduced to the case in which all A1 = 0 (j = I n). In this case,
[Bk, q1] = [A1, TILl = 0, showing that each commutes with all the q1. Recall
now that, by the last part of the preceding scholium, the q1 generate
a maximal abelian subalgebra of E. Thus, each BIL is a polynomial in the

The problem is now equivalent to finding a polynomial u in q, such
that

au/acj1 =

the B1 being given polynomials satisfying the conditions

=

The usual method of solving this problem by a line integral shows that a so-
lution exists and is a polynomial.

PROOF OF THEOREM. Let denote the collection of all monomials in E of
degree d such that 1 � d S n. As the basis of an induction argument, assume
that there exists a unique nonzero map from into E such that equations
7.1 and 7.2 hold for all elements of When n = 1, it is easily verified that
this is the case, N1 having the form

N1(z) = z — E(z)IE(e).

l),let:1 :,,..1€Lbegiven,sct
and let z be arbitrary in L. Set

K(z)
=

I:,, •-'1)
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then K is a tame linear map from L into E. liz' is also arbitrary in L, then by
the induction hypothesis

[K(z), z'J = zJ (z*, z']

j.k— I

The interchange of z and z' on the right has the same effect tcrmwise as the
interchange of the indices j and k, and so leaves invariant the right side as a
whole; i.e., [K(z), z'j = (K(z'), z]. By Lemma 7.1.1, there exists an element
u E such that Lu, zI = K(z) for all z c L. By Scholium 7.1, u is determined
within an additive constant (i.e., a scalar multiple of the identity). which may
be fixed by the requirement that E(u) = 0. Defining = u and
NM+ ,(w') = for all w' e it is evident that equations 7.1 and 7.2 are
satisfied.

To complete the induction argument it suffices to show that is nonzero
and unique. Since by construction = is nonzero. To prove
uniqueness, let F: M, - E be the difference of two maps satisfying (7.1) and
(7.2). By equation 7.1 and the induction hypothesis, [F(w), :'] = 0 for all w

Z'€ L. This implies by Scholium 7.1 that there exists a complex number
a such that F(w) = ac. Equation 7.2 then implies that a = 0, hence F = 0.

Defining N(w) for any monomial w E as the common value of
N a rcnormalization map. The uniqueness argument given in

the previous paragraph also shows that N is the unique renormalization map.
0

COROLLARY 7.1 .1. N(u) — u has degree less than that of u, for all mono-
mialsuinE.

PROOF. This is true when deg u = 1. If the conclusion of the corollary is
assumed for u of degree n, then for any u of degree n + 1, say u = :1:2

IN(u) — u, z'I

=
z] —

By the induction assumption, N(z1 . . — has degree at
most n — I. Setting w = N(u) — u, this means that :'] also has degree at
most n — I. Now w is determined within an additive constant by K, where
K(z') = [w, z'I, and the proof of Lemma 7.1.1 shows that if deg(K(z)) '1

— I for all : L, then deg w n. The corollary now follows by induction.
0

COROLLARY 7.1.2. is a function of:1 z,, (for any
fixedn = 1,2,...).
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PROOF. This is evident for n = 1. Proceeding by an induction argument and
assuming the conclusion valid for lesser values of n, it is sufficient to show
that z1 since these commuta-
tors. together with the symmetrical requirement of vanishing expectation
value, uniquely determine N(z1 " 'zn). The commutator in question equals

[z1, 2,1 'i,' "2,,)

which under the permutation 'if goes over into

z'J - 'Z,,(J)' '

Employing the induction hypothesis, N(zW(I = N(z1z,"
zn), so the sum in question is equal to

z'l N(z1:2' '

which, on making the substitution IT 1(j) for the summation variable, yields
the requisite result.

COROLLARY 7.1.3. N(z1'- 'z,,) is linear in each z, separately.

PROOF. This is clear when n = 1. Again using an induction argument, and
assuming the conclusion for all lesser n, it suffices to show that

EN(Z1"Z,,), :1 = K(z)

is a linear function of z in L. This follows from the
observation that the mapping between elements w of E such that E(w) = 0
and functions K: L E satisfying the condition that (K(z), :'I = [K(z'), :J
for all :, z' L is a linear isomorphism. Now

K(z)
=

:'] '

which is linear as a function of z1 by the induction hypothesis.

COROLLARY 7.1.4. Suppose that M is a subspace of L thai is either nonde-
generate or isotropic. Given arbitrary 2,, M, N(z1 ' ':,,) lies in E(M).

This is in fact true for an arbitrary subspace M of L, but we will only need
thesc special cases.
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PROOF it is no essential loss of generality to assume that M is finite-dimen-
sional; the corollary obviously holds in the case n = 1. Proceeding by induc-
tion, and so assuming its validity for all lesser n, it follows from the definition
of the renormalization map that z e

in Lemma 7.1.1, it is easily seen that N(z1,... also lies in
E(M) if M is nondegcnerate or isotropic (the latter case corresponding to the
case in which the are zero). LI

COROLLARY 7. 1.5. If N is an isotropic subspace of L, then the restriction
of N to the monomials in E(N) extends uniquely to a linear mapping N' from
E(N)inwEsuch:haiN'(e) = e.

PROOF. The uniqueness is evident, since e and the monomials in E(N) span
E(N). To show that the extension is possible, it suffices to show that if
w ,..., arc monomials in the elements of N such that w1 + + w, = 0,
then

N(w1) +--+ N(w,) = 0 (7.3)

Since there exists a finite-dimensional nondegenerate subspacc L' of L on
which all the w, are based, and L'flN is isotropic, it suffices to establish (7.3)
for the case in which L is finite-dimensional. In this case N may be extended
to a Lagrangian subspace of L, and it is no essential loss of generality to take
N to be identical with this subspace. Nor is it an essential loss of generality to
further suppose that (L, A) is built from a finite-dimensional space M, and that
N = M*. E(N) is then the polynomial algebra over M, and is evidently in-
variant underad L(i.e., theoperatorsad(w): u— 1w, ul, forw€ L).

It is evident that N satisfies equation 7.3 when the are all of degree at
most 1. Now suppose as an induction hypothesis that (7.3) has been shown in
the case when the are all of degree at most n. Then there exists a unique
linear mapping from the vector space P. of polynomials of degree in N

to E that coincides with N on monomials. Note that by property 7.1 of N. if

is any monomial in E(N) of degree Sn + 1, so that Iw,zI for all:
then

(N(w),z] =

To show that equation 7.3 holds when the w1 are monomials of degree at
most n + 1. it suffices to show that the commutator of the left side with every
element z of L vanishes; for this implies that the left side is a scalar, which
must vanish since it must be carried into 0 by E. By the linearity of and the
equation above,
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[N(w,) +•••+ N(w,),zl = IN(w1),zI IN(w,),zI
= +"+
= +...+ Iw,,zI) = +•••+ w,,zI) = 0. LI

COROLLARY 7.1.6. The mapping N' of the previous corollary is the unique
linear map from E(N) to E such that (N'(u), zJ = N'(Iu. z]) and E(N'(u)) =

for all u E(N) and z L. where is the unique linear functional on
E(N) such that X(e) = 1 and X(z1 = Ofor arbitrary z1 (n � I) in

PROOF. That N' has the indicated properties follows from the foregoing
proof. If N" is another mapping with the same properties which is different
from N', let u be an element of least degree such thatN'(u) N"(u); evidently,
deg u � I. Noting that for arbitrary z L,

deg (u, z] <deg u,

it follows that

[N'(u), zJ = N'(Iu, zJ) = N"(Iu, zi) = IN"(u), zi

for all z L. Hence N'(u) and N"(u) differ only by a scalar multiple of the
identity, but since both are carried into 0 by E, this multiple must vanish. The
assumption that N" is different from N' thus leads to a contradiction, i.e., N'
is unique. Li

COROLLARY 7.1.7. The mapping N' of Corollary 7.1.5. maps E(N) into
E(N).

PROOF. This is a direct consequence of the linearity of N' and Corollary
7.1.4. Li

EXAMPLE 7.2. Assuming for convenience that Efr) = 1. the renormaliza-
tion map is readily computed in each given order:

N(z) — E(z)e,
N(zz') = zz' — E(z)z' — E(:'): — E(:z')c + 2E(:)E(:')e.

etc. The expressions are slightly simpler in the case of renormalized powers.
Assuming that E(e) 1 and E(z) = 0 for all z L.

N(z) =
N(z2) = ..2 — E(:2).
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N(z') = — 3E(z2)z — E(z3),
N(z4) = — 6E(z2)z2 — 4E(z3)z — E(z4) + 6E(z2)2.

Problems

1. Assuming thatE(e) = l,showthat

C(j1,...

where C(j1 jo.,, n, 1) is equal to

( ...
(2!)J2.'.((n—I)!)Jn—i]'.

2. Prove that the algebra of all polynomials is maximal abelian in the al-
gebra of all linear differential operators with polynomial coefficients on a 6-
nite-dimensional vector space.

3. Extend the renormalization map to the fermion case as follows: let F be
a given nondegenerate bilinear form on the real infinite-dimensional vector
space L; let C denote the Clifford algebra over (L, F); and let Q denote the
automorphism of C that extends the map z — z on L. For any eigenvcctor
u of Q, let its parity p be defined by the equation Qu = pu. and set {u, z} =
uz — ( — for arbitrary z in L. Let the operation {u, z} be extended from
the elements of exact parity to all u C by linearity, and let E and E() be two
given linear functionals on C such that E(e) 0 and E0(e) 0. Show that
there exists a unique map N on monomials u in C such that

z} = N({u, z}), E(N(u)) = E0(u)

for all monomials u and z L. (Hint: consider first the case in which L is of
finite even dimension.)

4. In the situation of Problem 3, show that deg(N(u)— u) < deg(u) if dcg(u)
is defined as in the infinitesimal Weyl algebra and u 0.

7.2. Renormalized products of the free boson field

A Weyl system (K, W) over a linear symplectic space (L, A) induces a nat-
ural representation of the infinitesimal Weyl algebra E over (L, A) by un-
bounded operators in K. This induces a correspondence between the unique
adjunction operator in E such that e and all elements of L are selfadjoint, and
the usual adjoint operator in K. restricted to the domain D given in
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SCHOLIUM 7.2. Let (K, W) be a Weyl system over the symplectic vector
space (L, A), and let the map z 4(z)from L into selfadjoint operators on
K be the corresponding infinitesimal Weyl system. Let D denote the space of
vectors in K that lie in the domains of all products of the form 4(z1)'
z1,... L. Then the map z I—p extends uniquely to a *-represenzation
w of the infinitesimal Weyl algebra E of L as linear transformations of D.

PROOF. The proof follows directly from the observations that E is generated
by Land that 14)(x),4)(y))u = —iA(x,y)u. u D.

We now consider renormalized products of the free boson field. In this case
the symplectic vector space (L, A) arises from a complex Hilbert space H, and
the complex structure may be used to define a distinguished linear functional
on E, the "normal vacuum," which is closely related to the vacuum state of
the free boson field. The renormalization map relative to this linear functional,
sometimes called the "normal-ordered product," satisfies a number of useful
identities.

The infinitesimal Weyl algebra E over H is defined to be the infinitesimal
Weyl algebra over (H", A). Given z H, we define the creator c(z) E as
follows, where J is the complex structure in H:

c(z) = — ifz)

and the annihilator c*(z) E by

c*(z) = c(z) = 2"(z + ii:).
To avoid possible confusion, it should be recalled that complex numbers are

involved in the infinitesimal Weyl algebra over a real symplectic space only
as elements of the coefficient field.

DiwiNmoN. Let E be the infinitesimal Weyl algebra over the complex Hil-
bert space H. A normal vacuum on E is a linear functional E on E such that
E(e) = 1 and

. = 0

forallx1 + m>O).

SCHOLIUM 7.3. Let E be the infinitesimal Weyl algebra over a complex Hi!-
bert space H. Then there exists a unique normal vacuum E on E. Let (K, W,
r, v) denote the free boson field over H. The normal vacuum E satisfies

E(u) = (w(u)v, v)

for all u E. where the representation w is given as in Scholium 7.2.
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PRooF. Noting that as elements of E,

x = + c*(x))

for all x H, and

= —(x,y)e

for all x, y H, it follows that E is spanned by products of the form c(x1)"
so that a normal vacuum is unique if it exists, It thus

suffices to show that (w(u)v, v) is well defined for u E and vanishes if

u = . c*(y1). .

It is clear from the particle representation that v is in the domain of all the
products where z,,... ,z,,€ H, so that (w(u)v, v) is well defined
for all u E. It is also clear from the particle representation that

=

Thisvanishes if m > 0, and taking adjoints, (w(u)v, v) = 0 if m = 0 and n>
0. 0

SCHOLWM 7.4. Let E be the infinitesimal Weyl algebra over a complex Hi!-

bert space H. There is then a unique representation y of U(H) as *-algebra
automorphisms of E such that = Uzfor a!! z H, U U(H). If E is the

normal vacuum on E, then E(y(U)u) = E(u)for a!! u E, U U(H).

PRooF. The proof is straightforward and is omitted. 0

The renormalization map for the normal vacuum coincides effectively with
the "Wick product," which was introduced as a means of standardizing the
"correspondence principle" in the case of polynomials in the canonical p's
and q's. The correspondence principle was the basis for associating with a
given classical Hamiltonian a corresponding quantum Hamiltonian. A lengthy
process of development from the original "Ansatz" of Heisenbcrg indicated
that considerations of symmetry and of the Lie-theoretic connection between
the Poisson bracket in the classical case and the operator bracket in the quan-
tum case were insufficient to fix uniquely a mathematical form for the heuristic
correspondence principle. At the same time, this process suggested giving pri-
macy to the creation and annihilation operators rather than the hermitian p's
and q's (e.g., as a means of avoiding unwanted "zero-point" energies). Using
a definition that was intrinsically limited to the normal vacuum (cf. below),
Wick standardized a renormalization map along such lines and established
simple explicit rules for the computation of expectation values of products of
renormalized monomials. Practical quantum mechanics in the form of Feyn-
man graph theory has been bused in significant part on these rules.
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With the identification of the Wick product as the renormulizatiun map rel-
ative to the normal vacuum, which is made later, these rules are given in

THEOREM 7.2. Let E be the infinitesimal Weyl algebra over a complex Hi!-
bert space H, let E be the normal vacuum on E. Then the renormalizatwn map
N relative to E satisfies the following relations, where the z, (j = 1 , 2,...,
r + I) are arbitrary in H:

a) = —

b) = N(ZZr) + X +

'5•' Pill
ZrJ

E(zJ,zk,)+ -.' irIj,-1
where s denotes the integral part of r12. and :jr is even u = e (the identity of
E), but jfr is odd u = z,. where tis the unique integer such that / t s r
and: fm, t k,,, for all m = 1,2 s. (Note also that all the sums in b)
are taken only overjm, km such that f,,, f,,, k,,, and km all m, n.)

PROOF. To prove a) by induction, it suffices to show that the expectation
values of both sides agree, and that their commutators with an arbitrary ele-
ment z' H are the same. In case r = 1, a) states that :1:2 = +
E(z1z2), which is easily seen to be valid. For r> 1, the identity of the expec-
tation values follows from

LEMMA 7.2.1. For arbitrary z1 in H, where r> 1,

= 0

PROOF OF LEMMA. By linearity, it suffices to consider the case in which each
z1 is a creator or an annihilator. If is an annihilator the conclusion is ob-
vious, so assume it is a creator. In view of the symmetry of N(:1 '• -:,) us a
function of the z1 ,....z,, it may be assumed that z1"z. = ab, where a is a

product of creators and b is a product of annihilators. not both of degree 0.
Observing that E(ab) = E(b*a*) for arbitrary a and b. it may further be as-
sumed that a = e. Note that the map : '—. c(z) is complex-linear from H to E,
while the map z c*(:) is antilinear. Thus the unitary transformation r" on
H (:€ R) has = while y(e")b = e "h. so that y(c")h:,,
= e"' By Scholium 7.4. it follows that

E(bz,.1) =

implying that = 0. 0

COMPLETiON OF PROOF. Assume r> 1 in equation a). denoting left and right
sidesofa)asLanclR. forarbitrary:in H:
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[L,zl = +
I

I

—
I

Applying the induction hypothesis to the double sum in the expression for
ER, 21 by summing first overj shows that this double sum equals

—

On changing the index from k toj in this sum, the equality of EL, :1 and (R, zJ

becomes apparent.
To prove equation b) along similar lines, denoting left and right sides of b)

as L and R, first note that the identity of EL, z] with ER, z] for arbitrary z E H
follows directly from the induction hypothesis; [L, z] is a sum of r terms over
i, in the ith term being deleted, while the characterization of N in terms of
commutators provides a precisely corresponding sum for ER, zJ.

ltrcmainsonlytoshowthatE(z1•••z,) = Oifrisodd, while if r = 2swhere
s is integral,

E(z1"z,) = I fl

the sum being taken over the set of all partitions of {I ,... , r} into.
subsets.

In the case when r is odd, the required result follows from the invariance of
E under the induced action of the unitary transformation —F on H, which
evidently transforms E(z, '••z,) into its negative. When r is even, first express

as a sum of renormalizeci products in accordance with the induction
hypothesis

=

where the ii,, arc certain monomials of degree 1, 2 r— I and the are
scalars. Then

N(Up)ZrCp.

By Lemma 7.2.1, E(N(u)z) = 0 except when deg U,, = 1. Thus, only the
terms of degree I contribute to and it follows that it has the stated
form. El
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The original definition of Wick product is often used in the physics litera-
ture. The definition is in terms of the notion of 'normal product," which is
defined as a product of creation and annihilation operators in which all anni-
hilation operators are on the right and the creation operators on the left. This
has the obvious consequence that the normal vacuum expectation value of a
norma! product vanishes, in the form given in the physics literature, "The
normal product 'An(xn): may be defined as the result of reducing to
the normal form the ordinary product A,(x1)•• provided that during the
process of reduction the quantized field functions are regarded as strictly com-
muting . . . and value zero is assigned to all commutation functions that ap-
pear" (Bogolioubov and Shirkov, 1959).

in a more explicit mathematical form, this definition may be formulated as
follows: the Wick (or normal) product of vectors z,,... in H is the element
of E(H):

= IR I
Sç)I n) LAiS J lkn(I.....n)—S

Noting that the products involved in this expression are independent of the
order of the factors, it follows that N0(z, "zn) is well defined.

SCHOLIUM 7.5. If E is the normal vacuum on E(H), then N(;...;) =
N0(z1 arbitrary vectors z, Zn H.

PROOF. Since both sides of the foregoing putative equality have vanishing
normal expectation value, it suffices to show that the right side satisfies the
recursion relation characterizing the left side. Thus it suffices to show that

= 1z1,z'J

To this end it suffices to treat the case where all the ; arc equal. It is easily
seen that is symmetric as a function of the Zj and real-linear in each
variable;. Thus there is a unique linear function 11,, from the space of sym-
metric tensors over H to E such that

N0(z, . . 'z) = N0(z,V"

and the above property of N,, is equivalent to

Since this equation is linear in z,V" VZn, and the space of symmetric n-ten-
sors over H is spanned by those of the form ZV' . 'V; (as it is an irreducible
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representation of the symmetric group, and such tensors span a subrepresen-
tation), it suffices to prove it in thc case z1 = z. For any z H,

N0(z") = n! jj!(n — c*(zr_J;
P.O

hence for any z' c H it follows that

N0(z'9. c(z')I = 2"2(z',z) n! Ii!(n — j —
J —1)

(N0(z"), c*(:')I = —2"2(z,z') a! 1(1— l)!(n —j)!1'c(z)''
i—u

and

[N0(z"), z'I = (N0(z9, 2"4c(z') +

= in lm(z',:) > (a — 1)! Ii!(n — j — l)!1' c*(zPi
O�Jsn— I

= in lm(Ez) N11(z"—') = Iz,z'J
i—i

as was to be shown. U

Equations a) and b) of Theorem 7.2 are accordingly known as "Wick's
Theorem."

Problems

1. Let H he a complex Hilbert space and N the renormalization map relative
to the normal vacuum on the infinitesimal Weyl algebra E over H. Show that
for any z H. N(z") is a constant multiple of the nth Hermite polynomial (cf.
Glossary) applied to z. Determine the constant.

2. a) Compute explicitly the expressions of all Wick products of degree S
4 in two vectors in H, in terms of their ordinary products and expectation
values.

h) Express the ordinary products in terms of the Wick products and the
expectation values of the former.

7.3. Regularity properties of' boson field operators

An important feature of analysis in boson fields is the domination of rele-
vant operators by a Hamiltonian. In this section the free boson field (K. W.
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1. v) over a complex Hilbert space H is Ueatcd in this context. in the simplest
form of this approach, there is a given in H a sclfadjoint operator A represent-
ing the single-particle Hamiltonian. This operator A and the corresponding
field Hamiltonian H = i3T(A) determine domains of regular vectors (differ-
entiable, analytic, etc.) in H and in K that facilitate the analysis of singular
operators. Such operators are often conveniently formulated as sesquilinear
forms on domains of regular vectors. These forms arc equivalent to mappings
from the regular domains to their antiduals, relative to an appropriate topology
on the regular domain, and thus represent generalized operators. Among such
operators are the local rcnormalized products of free relativistic fields.

To this end general machinery will now be developed. For any given
densely defined operator T in a Hubert space H, having the property that Tx
= 0 only if x 0, the domain D(T) as a prc-Hilbert space with the inner
product (x, y)' = (Tx. Ty) is denoted as (D(T)). The Hilbert space completion
of(D(T)) willbe denoted as ((D(T))). IfA is a given strictly positive selfadjoint
operator in H, the intersection of the domains (n = 0, 1, 2,---) will be
denoted as D,,(A), and when topologized so that convergence of a sequence
means convergence in each (D(Ai), will be denoted as The union of
the as n varies over all integers (0, ± I, ± 2,•••), will be denoted us
D - and when topologized so that convergence of a sequence means con-
vergence in some (D(A")), will be denoted as (D .,(A)). Ifxc (D(A'9) and y

where m + n � 0, then (x,y) is canonically definable by continuity,
in extension of the definition in H, and this extended inner product will be
denoted in the same way as in H.

A convenient concrete representation of the spaces ,AA) derives from
spectral theory. Specifically, any selfadjoint operator A in H is unitarily equiv-
alent to the operation of multiplication by a real measurable function g on
some measure space M, in such a way that H is correspondingly unitarily
equivalent to L2(M). The domain of such a multiplication operator is defined
as the set of all vectors 1€ L2(M) such that the poiniwise product gf is again
in L2(M). it is readily deduced that is correspondingly represented by
the space of all measurable functions f such that g'![ for all n � 0.
Similarly, D_,,(A) is represented by the space of all measurable functions f
such that g"f€ for some integer n.

EXAMPLE 7.3. Let H denote the space of Cauchy data for the Klein-Gordon
equation + m2w 0 on where m > 0, that are normalizable relativc
to the Lorentz invariant norm. Let the operators A and B be as in Section b.3.
Then D(Ak) = ":), and D(BA) is the Sobolev space of
all functions that arc square-integrable together with their first k derivatives. It
follows that consists of all pairs (f, g) wheref and g are on and
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together with their partial derivatives of all orders, in L2(R"). It follows also
that includes all pairs (f, g) of compactly supported distributions.

As in thc previous example, the operators A that are relevant typically arise
as generators of one-parameter unitary groups. If U(z) = c"1' where A is self-
adjoint in H (t E R), there is a canonical extension of U(') to all of
This extension, which will again be denoted as U(S) to avoid undue circumlo-
cution, acts continuously on

The strong smoothing effect of time-integration is exemplified by

SCHOL1UM 7.6. Suppose that A is a strictly positive selfadjoint operator in
the Hubert space H. If n <0, x andf(') then fU(t)xf(t)dt
is in H and has norm bounded by

The case of general n follows from that for n = — 1, so assume
this Then x = A)' with y H, and using Stone's theorem,

f UO)xf(r)dt = f U(t)Ayf(t)dt = lim f U(t) (iE)' IU(E) — i)yf(t)dt

=
(ic) 'f U(t)y[f(t - — f(z)jdz = if U(:)yf'(t)dt.

This has the indicated bound.

A useful related result is

SCHOLIUM 7.7. if L is a dense submanifold in H that is invariant under U(S)
and contained in then L is also dense in (D(Ai), where A is as in
Scholium 7.6.

PRooF. Otherwise let z be a nonzero vector in that is orthogonal to
L in D(A"): A"w) = 0 for all w L. By the invariance of L,

= 0 = = (A"U(—i)z,A"w)

forullrcalt. = Oifz' =
whence w) = 0, since z' e D,,(A). Such z' will be nonzero 1ff approxi-
mates ô appropriately, whence A2-"z' 0, contradicting Lhc density of L in
H. 0

In these terms the field and annihilation operators enjoy the regularity prop-
erties specified in the conclusion of

THEOREM 7.3. Given a complex Hubert space H, let (K, W, 1'. v) he the
free boson field over H, let A be a strictly positive selfadjoini operator in H.
and let H denote ar'(A). Then tile map (z, u) 4(z)u is continuous from

x into
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Moreover, the map (z, u) -+ C(:)u has a unique continuous extension to a
map from X into

PROOF. We establish the inequalities

IIHM4)(z)uII � c 11(11 + lIAmzIl (7.4)

by induction on m. The case m = 0 is Lemma 6.1.1. Now assume that (7.4)
is valid for all nonnegative half-integers m < n. To show that 4)(z)u is in the
domain of H" is equivalent to showing that H" - 'd(z)u is in the domain of H.
This is in turn equivalent to showing that y(t) = 1 '(c"— I)H"'4)(z)u re-
mains bounded as t 0 (by a corollary to Stone's theorem).:, =

y(t) = r'('H"'4)(z)u — H"'4)(z)u)
= H"— 'It 1(4(z,) — 4(z))e"ul + H"— '4(z)t '(c"" — I)u

by the intertwining relation between 4) and 1. Applying the induction hypoth-
esis to each of the two addends on the right side, it results that

ILv(')II C 1I(H + I)" IA" 'r '(; — z)I1 +
c 11(11 + i)" v':— '(e" — I)uII IIA" 'zil.

z)—*iA"'''zfor
any positive integer m. Similarly, H" - '(e" — I)u remains bounded in
norm and approaches as : 0. Thus y(t) remains bounded in norm as
r—'O.and

IIH"4)(z)uII r 1(11 + I)" — IIA"zII + c 1(11 + IY' hA" — ':11

Using the boundedness away from zero of the spectrum of H + I and A, it
follows that

IIH"4)(z)uhI c' 11(11 + I)"' "mu IIA"zfl

for a suitable constant. Thus the induction hypothesis remains valid at the next
stage and the proof of inequalities 7.4 is complete

The continuity of the map (z, u) 4(:)u asserted by the theorem follows,
and implies the same for the map (:,u) C(z)u and (:, u) —' C(z)*u. The
stronger continuity claimed for C(:)*u follows from

LEMMA 7.3.1. For arbitrary: H, u and positive interger m,

IIC(:)*uhI c hA "'211 IIH"'uhl.

PROOF. Lemma 6.1.1 implies is in fact in the domain of C(:)*. Now
let P denote the projection of H onto the one-dimensional subspace spanned
by (which may be assumed 0). Then for arbitrary:' €



194 Chapter 7

1lz112(Pz', z') = 1(z, s IA _mz112 IIAmzhII2 = IA _mzII2 (A7"z z').

It follows that llzII2P hA —mz112 A2", whence

112112 äf(P) 1IA_mzD2 aF(A2").

On the other hand, 112112 8T(P) = C(z)C(z)*, and it follows from the particle
representation and the positivity of A that

� aF(A)2" = 112",

which is equivalent to the conclusion of the lemma.

PROOF OF THEOREM, CONTINUED. The intertwining relation e"W(z)e_"" =
W(eiMz) leads by analysis similar to that of Section 1.2 to the inclusion [H,
4)(z)] C — I 4(iAz) for arbitrary z D(A), whence also [11, C(z)*] C C(iAz)*.
By repeated application of this inclusion it follows that if z DJA), then

C CknC(A*Z)*

for all nonnegative integers n, where the coefficients depend only on k and
n. It follows in turn that if u D,,(H), then for all integers m and n � I,

hl(H + c IlAk_mzIl
k ()

where c depends only on n. This inequality implies in particular the conclusion
of the theorem. [J

The expression for the Wick product in terms of creation and annihilation
operators will now extend directly to one in which the factors are generalized
vectors, in D_,,(A) rather than in H. In this and later connections, it will be
useful to develop some conventions and notation regarding the relation be-
tween sesquilinear forms and operators.

Let D denote a dense subspace of a Hilbert space H. If T is a linear
operator in H whose domain includes D, a sesquilinear form F on D is defined
by the equation F(x, y) = (Tx, y) (x, y D). Evidently, F(x, lITxhl hlyll.
so that for any fixed x, F(x, y) is an antilinear function of y that is bounded
relative to the norm in H. Now suppose there is given in D an intrinsic topol-
ogy stronger than that in H, in terms of which it forms a topological vector
space D, and that F is a given continuous sesquilinear form on D. There is
then a continuous linear operator T from D to the antidual *D of D defined by
the equation (Tx)(y) = F(x, y). H is continuously embedded in *D by the map
y *y where *y(x) = (y, x) forx D. In this sense, a continuous sesquilinear
form F determines a linear operator T from D into an overspace of H, namely
*D, so that such a form can be considered as a generalized operator. It has a
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strict Hubert space operator T0 associated with it, defined on the domain D0 of

all vectors x D such that IF(x, S c for all y U, by the equation F(x,
y) = y), but in general D0 may consist only of 0. It will be convenient
on occasion in the following to identify forms with operators, where possible
without ambiguity, as indicated by the context, in accordance with these con-
siderations.

In these general terms, the extended Wick product of vectors in D_JA) is
a form on (D,,(A)), and thus a generalized operator, in accordance with

COROLLARY 7.3.1. There exists a unique mapping Rfrom monomials in the

free associative algebra over to continuous sesquilinear forms on
(D,JH)) that extends the mapping R0 on the monomials in the subalgebra gen-
erated by H, given by the equation

u') = (w(N0(z1...zj)u, u') (u, u' DjH)),

and such u, and u'.

PROOF. This follows from Theorem 7.3 and the equation

=
Sc(1 n}

({fI C*(zk)} u,{ fl C*(zj}u'),
hiS kc(L nj—S

which is implied by Scholium 7.5.

DEnNrn0N. The Wick product of vectorsz1 Zn in D_,,(A) is the sesqui-
linear form on D,4H) given by Corollary 7.3.1. It will be denoted as Zn..

It should be mentioned that the domains and D(.,(H) used here are
not really definitive. Domains of analytic, entire, and other classes of smooth
vectors, and their duals, may also be used in a generally similar way (cf. Chap.
8). The present domains are, however, relatively large, simple, and invariant,
and will suffice for the purposes of this chapter.

The extended Wick product inherits by continuity many of the properties of
the Wick product of vectors in H. Like the Wick product of vectors in H, the
extended Wick product can be characterized by its recursive commutation re-
lations with arbitrary vectors and the vanishing of its vacuum expectation val-
ues. More specifically, using operator notation for forms to clarify the under-
lying algebra:

ScHOLIUM 7.8. Let R' be a mapping from monomials in the free linear
associative algebra over D to continuous sesquilinear forms on
such that
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i) Forarbizraryz,

=

where A(z, y) denotes Im((z, y)).

ii) v) =

Then R' coincides with the mapping R given by Corollary 7.3.1.

PRooF. Let D0 denote the linear submanifold in K consisting of all finite
linear combinations of the 4i(z,).- with in Then D0 is dense
in and contained in the domains of all products of the form

with the in H. This follows by analysis similar to that in Chapter 1,
together with the density of D0 in K. The density follows from Scholium 7.7
and the observation that D0 is invariant under the e't". The restriction of R(z,

and R'(z, .. 'zn) from forms on D.,AH) to forms on D0 agree by algebraic
considerations that are similar to the unicity argument in Section 7.1, and will
be omitted. The density of D0 in D.(H) completes the proof. 0

The covariance of Wick products in appropriate contexts, such as in relativ-
istic free fields (cf. the next section) is shown by

THEOREM 7.4. LetA be a strictly positive selfadjoin: operator in the Hilberi
space H. Let U be a unitary operator on H such that U and U-' leave D,,(A)
invariant and act continuously on (D,AA)). Let (K, W, 1, v) denote the free
boson field over H, and set H = aF'(A). Then

1) 1(U) leaves invariant, and acts continuously on
ii) there is a unique continuous linear operator V on D - that extends

U; and
iii) Wick products of vectors in D. .,(A), as sesquilinear forms on

transform as follows under the induced actions of U:

:(Uz,)--'(U;): = 1(U): 1(U)—'.

PROOF. We assume A 1, which is no essential loss of generality since A
may otherwise be replaced by an appropriate multiple. if x T(U)x
= (U®• . '®U).r and Hx = A,x. where is the operator on K, given
by with the factorA in the ith place. For an arbitrary integer

p 0,

= A,,x,

so that
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H"T(U)x = A41,,,.. A,,,,(U®'- '®U)x.
'1'

Since U is continuous from (D,,(A)) to itself, there exists a positive integer in
and a constant c> I (depending on p and U) such that for all positive integers
q p, � c IIA"'zII for arbitrary z e It follows that if x

II c"IIF,®'-'®F,,xII,

where the = A1n1*J(O p) and = p. But such a term is dominated
by one in the expansion of H"" in terms of the A,,,, whence

(all of the operators involved here being simultaneously diagonalizable). It
follows that for arbitrary x D0, if x,, is the component of x in K,,, then

IIH"1(U)xfl2 ca" n2"IIH"x,,112.
(7.5)

Since N � H, it results that

IIHPr(u)xfl2 s ,,II ' "x,,112 = c211
(7 6)

Turning to ii) of Theorem 7.4, since U* is continuous from to itself,
for any integer in � 0, there exists an integer n(m). which may be assumed �
m, such that IAMU*yll c IIA"'""yII, for all y€ Now if x D_ say
x D(A—"'), then I(x, U*y)1 c hA hIA"'"".vII. Thus (x, U*v) is a continuous
antilinear functional of y in the space (D(A"'"")), and hence of the form y)
for some vector x' D(A"""). Defining U as the map x x', it is straight-
forward to verify that U extends U and is continuous on

Finally, the unicity of the Wick product and the invariance of v under all
1(U) imply that for arbitrary z, :,, in H,

:(Uz,)•'•(U:,): = 1(U) : : 1(U)-',

whence iii) follows by continuity. Li

Theorem 7.5. which is an analog to Scholium 7.6 for the case of forms
rather than vectors, further exemplifies the relations between forms and oper-
ators and will be useful later. As noted. if F is a continuous sesquilinear form
on a locally convex topological vector space L. then there is a unique linear
operator T from L into *L such that F(x. y) = (T4(y) for all x, y L. We call
T the kernel of the form F. In the case of the space L = where A is
as earlier, *L is canonically identifiable with (D_,.(A)) by the correspondence
given earlier, and the mapping T is continuous from into (D -
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The term "form" on will mean "continuous sesquilinear form on
(D,XA))" in the following.

THEOREM 7.5. LetA be a strictly positive selfadjoint operator in the Hubert
space H. Let F be a continuous sesquilinear form on (D4A)). Letf be arbi-
trary in Then the kernel of the form

G(u, u') = f F(e'Mu, e'Mu')f(t)dt

is a continuous linear operator from (DJA)) into itself.

PRooF. This is based on the following estimate.

LEMMA 7.5.1. LetA be a selfadjoint operator � c (where e> 0) in the

Hilbert space H. Let B be a bounded linear operator on H. Letf be a given
function in L1(R). Let u and u' be arbitrary in 0(M) and D(Ab) and

G(u, u') = 5 (B &MA0u, e"'Wu')f(t)dt.

Thenfor arbitrary k > 0 such that u D(Ak),

IG(u, u')l � IIBII IlAkulI lull,

where c& = — s)lrash: r, s> E}.

PROOF. Let Er denote the spectral resolution of A, i.e., for any Bore! func-
tionf on R,f(A) = 5 f(r) in the usual notation. Similarly, Bf(A)u = ff(r)
d(BEru). Setting m(r, s) = (BEru, E,u'), note that m is a function of bounded
variation in the plane. For defining the auxiliary set function (P. Q) for
arbitrary finite unions of intervals P and Q by the equation

Am(P, Q) = (BE(P)u, E(Q)u'),

then Q)l � IIBII 1IE(P)ull IIE(Q)u'll. it follows that if the {P1} and are
respectively finite sets of disjoint intervals, then

I AmVj' Q1)l IIBII E IIE(Q)u'lI,

which, by the Schwarz inequality and the orthogonality of the and the
orthogonality of the is in turn bounded by

h(P, Q) = IIB1I IIE(P)uII llE(Q)u'II,

where P and Q are the unions of the and it follows that

l(Bf(A)u, g(A)u')J = lff(r) g(s)dm(r, s)l � fLf(r)I g(s)l dh(r. s),

wheref and g are Borel functions. it follows in particular that

(BeMAOu. etMMu') = s).
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Multiplying byf(z) and integrating with respect to 1, it follows in turn that

G(u,u') =

The integral over the plane of r¼ih(r, s) is IIBII IIALu1I IIu'll, which implies, by
the definition of C*, that

IG(u, u')I � If If(r — s)I rs"dh(r, s)
if rk dh(r, s) = C& IB1I IIALuII lull. U

PROOF OF THEOREM 7.5, CONTINUED. F may be represented in the following
form, for sufficiently large a:

F(u,u') = (BAau,Mu'),

where B is bounded. In particular, if b = a + c, where c � 0,

F(u,A9i') = (BAOu,Abu').

it follows that

lG(u, AcuI)l � C, I1B1I lIAkuII lull. (7.7)

If C oo for c = 0, 1, 2,... ,this inequality shows that the kernel K of the
form G has the properties that IIACKuII S g(c) which is equivalent to
the continuity of K as an operator from (D,,XA) into itself. For c = 0, this is
true by definition: Ku is defined as a vector such that (Ku, u') = G(u, u'). For
c > 0, this follows from the fact that the restriction ofAc to is essentially
selfadjoint, which is easily seen by an approximation argument (see Prob. I
following this section). Indeed, the inequality 7.7 shows that there exists a
vector w in H such that G(u, Acu') = (w, A'u'), while on the other hand
G(u,Acu') = (Ku,Acu'). The equality (w, Acu') = (Ku, Acu') for all u'
D,JA) shows that w is in the domain of (Ad D,,(A))*. By the cited essential
selfadjointness, this means that ACKu exists, and that IIACKu1I const. IIALuII

for sufficiently large k. Thus, to conclude the proof, it suffices to show that CL
is finite for all values of c if ak is sufficiently large. To this end it is no essential
loss of generality to assume c � 1. Taking k = a + b, and noting that

Lto?lsCo + bit'
sincef€ C(R), it follows that

CLSsup{F(r,s);r� 1 ands� l}.
whereF(r, s) = C r" s"(l + r _slb)_1. Ifs S 2r, then F(r, s) S 2bC, while
ifs � 2r, then lr — � s/2, so that

F(r,s)SCs"(l +
implying that c* S 2"C C U
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Problems

I. Show that if A is a strictly positive selfadjoint operator in the Hubert
space H, then for any positive integerj, the restriction to D.(A) of is essen-
tially selfadjoint. (Hint: if xc D(AJ), show that x and

AJx.)
2. Show that Wick's theorem holds for any symplectic transform of the free

vacuum, i.e., for renorrnalized products with respect to the functional E'.
where T is an arbitrary symplectic transformation on the Hilbert space H, and
EJ(u) = E(F(T)u), denoting the unique automorphism of the infinites-
imal Weyl algebra that carries z into Tz for arbitrary: in H. (Hint: show the
invariance of the defining properties of the renormalization map under the in-
duced action on the infinitesimal Weyl algebra of symplectic transformations
on H.)

3. With the notation of Section 73, compute the result of applying C(z)
and where z is arbitrary in H, to where are in D,,(A).
Show that C(z)* maps these vectors into D,,(H), while C(z) maps into
itself only if z c

7.4. Renormalized local products of field operators

The formation of interaction Hamiltonians and Lagrangians involves local
products of fields. This represents the special case of the foregoing theory in
which points X in the underlying space-time manifold are mapped into vectors

in the space D_.,(A), in such a way that the value of the quantized field a
the point X may be correlated with u,. The specifics of the mapping X
naturally depend somewhat on the particular field in question, but the general
procedure is well represented by the case of a scalar field. This section devel-
ops the formulation of renormalized local products of quantized scalar fields.

Let M be an arbitrary complete Riemannian manifold, and let L2(M. R),
where the measure involved is the canonical one derived from the Riemannian
structure, be denoted as L. The Laplacian is nonpositive and essentially self-
adjoint on the domain (cf. Gaffney. 1955). The selfadjoint closure of

will be denoted as The Klein-Gordon equation on R x M takes the form

(7.8)

where p(1, x) is a real function of the variables i R and x M. We restrict
considerations to the case in which the real constant m, the mass," is posi-
tive, to avoid nongcncric technical complications. Setting B = mi2 —

the treatment can be consolidated and generalized by consideration of the
equation
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+ B24) = 0, (7.9)

where 4) = 4)0) is a function oft ER whose values arc in a real Hubert space
L, which iii the case of the Klein-Gordon equation consists of functions on
space.

This equation is readily quantized by the procedures of Chapter 1. Setting
C = B'hi, the underlying single-particle (complex Hubert) space H is the direct
sum (D(C))9((D(C-'))), with the complex structure in H defined by the ma-

(o B

0

relative to the given direct sum decomposition of H, and the following inner
product between the vectors 4) and in H:

(4), = (C4,(:), CilJ(i))1 + (C- C 'ô,lP(t))L

+ — (7.10)

In the last equation, t is arbitrary in R; the right side of the equation is inde-
pendent oft by virtue of the underlying differential equation, which is now to
be understood in its integrated form:

=
(7.11)

The single-particle Hamiltonian A is the selfadjoint generator of the one-pa-
rameter unitary group defined by equation 7. Il. As earlier, the inner product
in H may be extended to a partially defined one in and the real inner
product in L may similarly be extended to a partially defined one in

Nonlinear local interactions typically involve formal expressions that ap-
pear as

(7.12)

where the D are given linear partial differential operators. as well as
integrals of such expressions after multiplication by a smooth function on
space or space-time. Thus, the most general local Hamiltonian is formally a
sum of such terms. When rigorously defined quantized fields arc substituted
for the symbolic fields in equation 7.12. the result is a product of distributions,
and so is undefined, or at best, singular; and its putative integral is scarcely
less so. However, in perturbative scattering theory, the quantized fields (i.e..
the so-called incoming and outgoing fields) are free. In this case, a rigorous
version of Wick's procedure leads ultimately to interpretation of these singular
quantities as forms on where H is the Hamiltonian of the free field.
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Basically, the only feature involved in the rigorous formulation and treat-
ment of expression 7.12 is the suitable representation of the point-evaluation
vectors Q5, as generalized vectors, provided that the differential operators D1
and D1' are appropriately dominated by powers of B, as is normally thc case.
The covariance, continuity, and boundedness of the map X —. is relevant,
where a subset of D_,,(A) is said to be bounded in case it is bounded as a
subset of for some integer n. In the case of the Klein-Gordon equation,
the basic point evaluation functionals are described in Theorem 7.6. To avoid
technical complications, we assume that the manifold M is either or is corn-

but the argument below applies to arbitrary compact regions in a non-
compact manifold, to which noncompact regions are largely reducible, by vir-
tue of hyperbolicity considerations. No infinite-dimensional issues arc
involved in the proofs of the next two results, and only the essentials will be
given.

SCEJOLIUM 7.9. Let M be a Riemannian either compact or Let
L denote L2(M. R), and let B = (m2— A)"2, where m > 0. For arbitrary x
M, there exists a unique vector 6,, in such that for arbitraryf in D.AB),

1(x) = (1. 6,,). (7.13)

Moreover, the map x — 6, is bounded and continuous from M into D -
and covariant with respect to the isometry group of M. If T is an arbitrary
linear differential operator in the case of compact M, or an arbitrary such
operator with constant coefficients in the case of R", then T extends uniquely
to a continuous linear operator on D_.,(B), and

(Tf)(x) = (f,T4'O,,) (J€D,b(B)). (7.14)

PROOF. That f(x) is for fixed x a continuous linear functional of f in a So-
bolcv space L2,, if r> ½ dim(M), follows from the Plancherel theorem in the
case M = The Sobolcv space involving derivatives of order r is however
identical to D(B'). This shows the existence of 6. when M = and the

argument provides an explicit expression for 6,, from which the bounded con-
tinuity of the map x—' 6, follows. The case of a compact manifold is reducible
locally to the cuclidean case, and with the use of a finite partition of unity,
follows globally.

Covariance with respect to arbitrary isometrics, meaning that if g is an ar-
bitrary isometry on M, and if U(g) denotes the mapping f(x) —' f(g - 1x) on

and also the extended map to that U(g) sends 6, to ,. fol-
lows from the unicity of 6, as defined by the equationf(x) (1' 6,).

For any linear differential operator Tof the type indicated, it is not difficult
to show that T is dominated by a power of B in the sense that TB' is a bounded
operator on if r exceeds the order of T. In consequence. T admits a
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unique continuous extension to all of (D - ,,(B)) and satisfies the indicated
equation by virtue of the definition of o

THEOREM 7.6. Let M, L, B and 0. be as in Scholium 7.9. Let H denote the
complex Hubert space of all real normalizable solutions 4) of the Klein-Gor-
don equation 7.8. For arbitrary X R x M, there exists a unique vector
D_,,(A) such that for arbitrary 4)

4)(X) = Rc((4),

Moreover, the map X —' is bounded and continuous from R x M into
and covarian: with respect to the isometry group of M and time-

translation. In the case of Minkowski .rpace-time. it is also Lerentz-covarianz.
may be described explicitly as the solution of the Klein-Gordon equation

having the Cauchy data 1B at lime I, for X = (t, x).

PaooF. Observe that H is unitarily equivalent to L2(M, C): for each t, there
is a unitary operator S(t) from H onto L2(M, C) that maps the vector 4) in H
into C4)(z) — IC- 'a14(t). This unitary equivalence carries the operator A in H
into the operator (m2 — in L2(M, C); we denote this operator as Bc to
distinguish it from the operator of the same form in the real Hilbcrt space L.
Since is a unitarily invariant concept. S(t) extends uniquely to an iso-
morphism of with and of (D - with (D - Now

Re((4), Ip)H) = (C4)(t), C 'a,w(t)),,

while 4)(:,x) = (4)(t), whence 4)(t,x) = (C4)Q), C Setting for
the solution of the Klein-Gordon equation with the Cauchy data at time t,
1B it follows that 4)(X) = Re((4), Unicity is immediate, and
boundedness and continuity of as a function of X follows from that of
in conjunction with the observation that temporal cvolution is which
leaves invariant the norms in (D(A'9) for arbitrary n. The Lorentz covariance
in the case of Minkowski space-time follows from the Lorentz invariance of
thenorminH. El

COROLLARY 7.6.1. With the same notation as earlier, and with linear dif-
ferential operators D1 and D that are of constant coefficients in the case M =

or if M is compact, the (finite) Wick product

V(X) = :(D14))(X)(D4)(X)' "Da,4))(X)(Da,4))(X)•":

exists and is a continuous and bounded function of X with values in (D -
For arbitrary f X M) (resp. in

f V(z.x)f(X)dX (resp. fV(:.x)f(t)dt)

exists and is a continuous linear operator from (D,,(H)) to itself.
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It follows from Theorem 7.6 that ifS is a continuous linear operator
on D_,,(A), then (S4)(X) = Rc((4), Thus, the factors DA(X) and

in V(X) arc all of the form 4(z) for suitable vectors z in D_.,.(A), to
which the Wick product applies. Continuity results from the continuity of
Wick products as a function of the factors involved. For a finite number of
differential operators of bounded orders, the V(X) all lie in D(A1 for values of
n bounded away from — 00, Continuity as a function of X, together with in-
variance of the norm in under temporal evolution, then implies that
the V(X) form a bounded function of X within any compact X-region.

it follows that the indicated integrals exist as forms. That the temporal in-
tegral represents a continuous linear operator on (D,.(A)) to itself follows from
Scholium 7.8. By virtue of the boundedness of the integrand and the estimates
of Lemma 7.5.1, the further integral overX involved in the space-time integral
remains a continuous linear operator on (D.(H)). 0

COROLLARY 7.6.2. Let p denote the free Klein-Gordon field over Minkowski
space M0. The mapf—* f:p(X)":f(X)dX from to forms on in
fact maps into the continuous linear operators on (D.,AH)) and is Poincaré.

covariani.

PROOF. This is immediate from thc preceding corollary and the Lorentz-
covariance of the Wick product. [J

LExicoN. in the early days of quantum field theory it was noted by Kramers
and emphasized by Bohr and Rosenfeld (1933) that the value of a quantum
field at a point was a purely ideational object, physically speaking. The view
was that any physically realizable probe of the field could at best determine
the field average, in some region, or with respect to an appropriate averaging
function. ln this connection, Bohr and Rosenfeld computed the commutation
relations for the appropriately averaged quantized free clcctromagnetic field in
the neighborhood of a point. Since that time it has been recognized that, in
mathematical terms, appropriate local smoothing of the quantized field was
required to obtain a bona fide (densely defined) operator in Hilbert space. In
the interest of manifest relativistic invariance, smoothing in both time and
space is indicated, and is described above in the technically adaptable space

For dynamical purposes, averaging in space at a fixed time is more effec-
tive, particularly where nonlinear expressions arc involved. For example. the
Hamiltonian H of the free Klein-Gordon field may be expressed in terms of
the field x) at the fixed time t as

H = fI:(Vc(X))2: + + m2:p(X)2:ldx
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This symbolic expression, obtained simply by substitution of the quantized
field into the expression for the classical Hamiltonian (i.e., the
dence principle) is much more complicated from a mathematical position than
the expression of H as äf(A). In a way it is remarkable that it can be validated
at all; each of the three summands under the integral sign is only a form-valued
distribution on space. But this integral expression for H is important because
it is essential to justify the use of the correspondence principle for the quanti-
zation of nonlinear wave equations. In the latter case there is no established
representation for H in a form analogous to aF(A). We leave to the reader the
problem of inserting an appropriate spatial cutoff I into the above
expression for H, obtaining an essentially selfadjoint operator by virtue of
cancellations in the sum of the three forms. Following this, it is necessary to
pass to the I in the space of selfadjoint operators. Although lengthy,
no essential difficulty is involved.

This is also no difficulty in expressing the underlying equation and com-
mutation relations in terms of the quantized field as a form-valued function.
The equation is simply

(0 + m2)ç = 0,

which in terms of space-time averages takes the form 't)((D + nz2)f) = 0 for
arbitrary 1 Forms in general have no well-defined commutator
(which is again a form), but if one of the forms is an operator, the commutaror
may be defined. Thus in relativistic terms.

W(f)'p(X)W(f) = p(X) + fD(X - Y)f(Y)

where W(J) is defined as W(Tf), T being the Poincard-covariant projection of
into the solution manifold H of the Klein-Gordon equation. We again

leave the details of these alternative formulations to the reader.

Problems

1. a) For the free Klein-Gordon field p on Minkowski space of dimcnsion
n + I, show that :p(X)':f(x)d.x exists as a continuous sesquilincar form F
on iff€ and r is a positive integer.

b) Show that if n = I, the kernel of F maps from into the Hilbert
space K (i.e., IF(u. u')I � c(u) IIu'II for all ii

c) Show that if n> I and r> 1. then in general the 1-lilbert space opcrator
corresponding to F has only 0 in its domain.

2. Let M denote the n-torus P', where n> I. and let p denote the free
Klein-Gordon field over R x M. Show that if p > I, then the domain of
f:cp(O. dx as a Hilbert space operator in K has domain consisting only of
0.
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3. Show that iff€ and if is the free Klein-Gordon field over M0,
then f:p(X)2: 1(X) dK is essentially selfadjoint on D,,(H). (The analog for
higher, even powers is an open question even with the restriction that I is
nonnegative.)

4. Extend the treatment of the Wick products of free Klein-Gordon field
operators to the case ni = 0.

5. Show that Theorem 7.6 remains valid if the conclusion is changed to the
existence of a unique vector D_ such that 4(X) =
Determine the Cauchy data for at time 1.

6. Show that (D,,(A)) is irreducible under the action of the Poincaré group
in the case of the Klein-Gordon equation in M0. Show also that the most gen-
eral Poincaré-invariant continuous sesquilinear form on is the given
inner product in H, within a constant factor. Establish the similar irreducibility
of Derive from this the most general continuous Poincard covariant
map from M0 into

7. Let x(:) denote the Brownian motion as formulated by Wiener, and let
y(z) denote its fractional derivative of order ½, as a random-variable-valued
Schwartz distribution (defined by Fourier transformation). Show that there ex-
ist similar Schwartz distributions, which may be denoted as that are
uniquely determined by the properties of having vanishing expectation values,
and satisfying the relations

:(y(t) + = + nf(r):y(r)"— ': + V2n(n — +

wheref is an arbitrary real function in L(0, 1), and :(y(z) + f(:))": is defined
as the transform of :y(t)": under the transformation v(t) y(1) + f(i), in the
following sense: let U denote the unitary operator on L2(C). where C denotes

Wiener space, induced canonically from the absolutely continuous transfor-
mation that carries fh(t)dx(z) into fh(i)d(x(i) + F(i)), where F(z) =
for arbitrary Ii L2(0, 1). Then, conjugation by U transforms the operation of
multiplication by :v(t)": into the operation of multiplication by :(yU) +
(each after integration relative to the same function in C(0, 1)). (Hint: show
that y(1) differs inessentially from the fixed time free quantuni field for the
wave equation in two space-time dimensions.)

8. The 'white noise" w over a measure space M may be defined as the
isonormal distribution over the real Hilbert space L2(M. R). Let M be a C'
Riemannian manifold, either RA or compact, let B = (m2 — as earlier,
and let 4) denote the random Schwurz distribution over (i.e., linear
mapping from the latter space to random variables),f—+ w (B '2f),f€
Show that this distribution is (probabilistically) equivalent to the Klein-Gor-
don free field over space at a fixed time, relative to free vacuum expectation
values.

9. a) Let H be the Hilbert space solution manifold of the Klein-Gordon
equation in R x M, as earlier, and suppose that all vectors are periodic in z
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with a fixed period 2p. Show that if p denotes the free quantized Klein-Gordon
field over R x M, then the space-time integral .11 is essen-
tially selfadjoint on D.,(H). (Hint: use the result of Poulsen (1972) on the es-
sential selfadjointness of invariant forms.)

b) Taking M = 53 with its usual Riemannian structure, and m = I, show
theperiodicity in (a) is validwithp =

c) By exploiting conformal invariance of the wave equation, show the uni-
tary equivalence of the free quantized wave equation field over four-dimen-
sional Minkowski space M0 and the quantization of the equation

— + l)p = OonR x S1.
d) Conclude that if p is the free quantized wave equation field over M,,

then dX has a natural (conformally covariant) interpretation as a
sclfadjoint operator in K. (Hint: note the conformal invariance of the corre-
sponding classical integral. Do not use the usual relativistic Hamiltonian H,
which suffers from "infrared" problems, but work with forms on
where H' is the field Hamiltonian corresponding to temporal evolution in R x
S3.)

10. Develop the notion of power of a quasi-invariant distribution 4) on
over a manifold M: 4)(f) = f ço(x)f(x)dx. Show that when N(p(x)') exists for
all r, where N denotes renormalization with respect to the expectation func-
tional derived from the given probability measure, it is local in the additional
sense that p(x) is unaffected by the induced action of the translation 4) 4)

+ f,wheref€ 1ffvanishes in a neighborhood of the pointx.
II. Suppose that f and g are in and that the region of influence

(relative to the Klein-Gordon equation) of the support off is disjoint from the
support of g. Show that f:p(X)':f(X)dX and f:p(X)':g(X)dK commute, as op-
erators on D,,(H), where p is the free Klein-Gordon field, r and s being arbi-
trary integers.

Bibliographical Notes on Chapter 7

The standardization of renormalization for products of free fields by Wick
(1950) is rigorously applicable to norrnalizablc fields; its adaptation in the
physical literature to products of fields at a point is heuristic. The present def-
inition applicable also to interacting fields was given in an implicitly axiomatic
form by Segal (l964b) and developed along rigorous constructive lines by
Segal (1967; 1969a, b; l970c; 1971). Wightman and Gârding (1964) showcd
that the (Schwartz) distributions corresponding to local products of free fields
were densely defined operators in Hilbert space, with the aid of combinatorial
properties of Wick products established by Caiencllo. Nelson (1972) and Baez
(1989) treated Wick product theory on the basis of scales of the type.
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Construction of

Nonlinear Quantized Fields

8.1. IntroductIon

Thc intuitive conceptual simplicity of nonlinear quantized field theory con-
trasts strikingly with the depth of the complications that arise from attempts at
rigorous mathematical implementation of the underlying ideas. A priori. not-
withstanding the formal simplicity and physical appeal of the proposed the-
ory—rooted in the work of Dirac, Hcisenbcrg, Pauli, et al.—thcrc is no as-
surance that this theory actually exists, nor as yet is there a definitive
mathematical interpretation for it. In direct formal terms, it involves nonlinear
functions of quantized distributions, which are rightly looked on with consid-
erable suspicion from a mathematical standpoint. In practical terms, the situ-
ation is not that much better; in the original and most studied case of quantum
electrodynamics, there is still no mathematically manifestly rigorous proof of
"renormalizability" in formal perturbation theory, although a posteriori and
partially subjective computations along these lines have reproduced the results
of some of the basic measurements that were indicative of the empirical rele-
vance of quantum field effects.

For these reasons it appears most important that the construction of nonlin-
ear quantum fields be not only technically rigorous but also intuitively con-
vincing, by virtue of close conformity to both basic physical principles and
the mathematical ideas in terms of which these fields are formulated and de-
veloped. Otherwise there will remain a real possibility that nonlinear quantum
field theory as sought for more than a half century may be a specious illusion.

As yet it is only in two space-time dimensions that nonlinear quantum fields
have been constructed in conformity with such desiderata, and even in this
simplified, and of course unphysical case, there remain some unresolved and
significant issues. But the general method is a mathematically interesting and
physically convincing one, which extends on a preliminary basis (e.g., con-
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struction of "cutoff" theories) to the empirically relevant four-dimensional
case. This chapter treats the underlying mathematical theory in the simplest
form that displays the essential ideas but also has potential adaptability to an
attack on the four-dimensional case.

In formal principle, the Hamiltonian H for the prototypical scalar nonlinear
wave equation D'p + p'(p) = 0, where p is a given polynomial, is a func-
tional of the putative "interacting" field p satisfying this classical equation,
given as follows:

H(p) = f L'/2((Vp)2 + (a,p)2) + p(p)j dx.

The integration here is over space at a fixed time, but is independent of time
by virtue of the underlying differential equation. According to standard quan-
mm-mechanical ideas, the corresponding quantized field p is propagated by
the Hamiltonian H(q,) obtained by substituting the quantized field for the clas-
sical field in the expression for the Hamiltonian. Formally, if the Cauchy data
are given for the field p and its first time derivative a,p at an initial timc, say

= 0, then H(p) may be evaluated, and the quantized field obtained at all
time by conjugation of the initial data with However, p(p) requires
renormalization, being infinite if interpreted by a straightforward limiting pro-
cedure, and this renormalization depends on the vacuum, as seen in Chapter
7. The "physical" vacuum, represented by the lowest cigenvcctor of H(p), is
the appropriate one here. However, since this is not known a priori, the precise
interpretation of p(p) is also not known. In addition, the initial data, i.e., the
quantized field p and its first time derivative ä,p at the initial time, arc not
known a priori, apart from the presumption of irreducibility and the canonical
commutation relations, which, as seen in Chapter 4, by no means determine
(within unitary equivalence, which is all that matters here) these initial fields.

Some such complications are not unexpected in a truly nonlinear problem.
A natural strategy for their resolution is by successive approximation starting
from the free field as a first approximation. The next approximation is then
defined by a formally linear differential equation, or equivalently as the field
obtained from the free field by propagation with the Hamiltonian formally
given as H(p0), where Po denotes the free field. However, the rigorous imple-
mentation of this formal procedure is not straightforward. The problem is,
briefly, that H(p0) is formally equal to H0 + V. where H0 is the Hamiltonian
for the free quantum field, while the interaction energy V = 5 p(p1))dx is rel-
auvely singular, and thereby outside the scope of conventional perturbation
theory, e.g., of the Kato-Rellich type. The interpretation of Ho + V as a self-
adjoint operator having a unique lowest eigenvector, etc., will occupy the first
part of this chapter.

The strategy of the treatment of H(p0) is as follows: one needs a common
domain on which both and V are well defined and act appropriately. Rather
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curiously, one proceeds via analysis of the one-parameter semigroups e'"o
and (: > 0), to establish a one-parameter selfadjoint semigroup that can

be identified with where H = + V. A direct construction of the
physical time evolution group is not presently known. The treatment of
these semigroups is facilitated by relating them to a scale of Banach subspaces

of K, whose norms increase in strength with p. More specifically, e"
improves the status (relative to the scale) of a given vector at a rate that is
more rapid than the rate at which worsens its status. In a fairly general
context of this type it is then possible to establish + V as a sclfadjoint
operator, and to develop aspects of its spectrum. The functional-analytic tech-
niques in so doing involve notably the Duhamel and Lie-Trotter formulas for

where A and B are given operators, and are facilitated by basic interpo-
lation theory for operators.

8.2. scale

Since the quantized field at a given initial time represents the Cauchy data
in the solution of quantized differential equations, there is a corresponding
conjugation x in the single-particle space H, as seen in Chapter 6. The real
subspacc H, of all vectors x in H for which xx = x is associated to the canon-
ical pairing between the field and its first time derivative at the given time.
Accordingly, H1, is not at all invariant under temporal evolution, i.e., under
the operators e"hbo, where H0 is the Hamiltonian for the field. Despite this lack
of invariance, it serves as the basis for the establishment of an effective scale
of spaces; specifically, the forpe

Formally, the Hamiltonian H for an interacting field is representable as H
= + V. where H0 is the Hamiltonian for the presumed associated free field
and V is the interaction Hamiltonian. it is with the actions of the semigroups

and relative to the indicated scale that we are here concerned. These
two semigroups behave quite differently, and we begin with the former. The
isonormal distribution g will be understood as the underlying distribution (un-
less otherwise indicated), with variance parameter I in connection with the

real wave representation.

THEOREM 8. 1. There exists a universal constant E > 0 with the following
property. Let H be a complex Hilbert space (of arbitrary dimension), and let
x be a given conjugation on H. Let A be a (x-) real selfadjoint operator on H
that i.s I. Let (K. W, f, v) denote the free boson field over H in the real
wave representation relative to x. Then is a contraction from Lq(H,I. g)

to g). where p = qeu and q � 2. for all t > 0.
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We set H = and N = 8111), and drop g where indicated by the
context.

LEMMA 8.1.1. If H is one-dimensional, r'" is bounded from L2(ff,j to
L4(Hj,for all sufficiently large r, unjformly in A.

PROOF. Identifying H with C and x with complex conjugation, A has the
form z i—+ az, where a � 1. Since e1H = and is a
contraction from to itself, it suffices to show that e" is uniformly
bounded from L2(H%) to L4(HJ, for all sufficiently large t. A classic formula
of Mehler (rigorously established by Hille, 1926) gives an expression for
exp( — IN) as an integral operator, with kernel

K(x.y) = (1 —

c = r'. By the Schwarz inequality, and the evaluation of a Gaussian
integral, for arbitraryfc L2(Rt g),

I(r'9)(x)I5(1 — + c2)-1]

It follows that if c2 C 1/3,

Iie"fIL S (I — — 3c2)/(l + c2)l" 111112'

completing the proof.

LEMMA 8.1.2. If H is one-dimensional, e is a contraction from
� 2andt � 0.

PROOF. From (rthf)(x) = K(x, y)f(y)dg(y) and the factorization

K(x, y)f(y) = (K(x, y)"f) (K(x, y)h'P'),

wherep' = p/(p — 1), it follows via Holder's inequality that

I(e'"f)(x)i S K(x. (5 Mx, y)dg(y))h'r

But em'l = l,soj'K(x,y)dg(y) = I (equally obtainable bydirect integra-
tion), and it results that I(e"i)(x)I" S 5 K(k. y)if(y)j"dg(y). Integrating with
respect to x, the lemma follows. LI

LEMMA 8.1.3. If H is one-dimensional, then e - is a contraction from
to L4(Hjfor sufficiently large t.

PROOF. it suffices to show that lie- iNf IL 111112 for all f = I + /z, where
(Ii, 1) = 0, and all sufficiently large:. For suchf, e - "f = 1 + k, where k =
e"h, and
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= (1 + k)2(l + k)2

= 1 + (k + k)2 + (kk)2 + 2kk + 2(k + k)kk + 2(k + k).

Using the Schwarz inequality, it follows that

Ill + 1 + +

By Lemma 8.1.1, C'llklL � if t � some
t, and I > + 11,

Ilcxp(—th')hIL = ilexp(—(t — — t,)N)exp(—:0N)exp(—:,N)hlL.

Now exp(—(t — — :,)N) is a contraction on L4. Hence if:, is chosen so
that cxp( —4t,)C' < I and exp( —2t,)C < 2, then

fl + kfl s I + ÷ = (1 + =

completing the proof. 0

LEMMA 8.1.4. Let M1 (j = 1,2,... ,n) be separable measure spaces, and
let be an integral operator on L,(M,) that is a contractionfrom to
Lq(Mj) (p and q being fixed, finite, and independent off). Suppose also that
the kernels K/x, y) of the are nonnegative. Then the algebraic tensor prod-
uct T, X T2 X X T,, is a contraction from X M2 x --• x to

Lq(M1 x M2 x >c Ma).

PRooF. It suffices by associativity to treat the case n 2. To this end, let
B be an arbitrary separable Banach space, M an arbitrary measure space, and
let B) denote the space of all strongly measurable B-valued functions F
on M for which the norm = (S is finite. Suppose T is an

integral operator that is a contraction from L,,(M) to Lq(M) whose kernel K(x,
y) is nonnegative. Then the operator T' from B) to Lq(M, B) defined by
F G, where G(x) = 5 K(x, y)F(y)dy exists and is a contraction. For the
mapping y —+ K(x, y)F(y) is easily seen to be strongly measurable from M to
B, for each x; and 5 K(x, ') which imply that

1
I1G(')Ii

II IIF(-)1l IL. This shows the absolute integrability of the integral defining G(x)
almost everywhere, and yields the estimate IT'll 1.

Similarly, if B' is another separable Banach space, and if T is a contraction
from B to B', then the operator T" from Lq(M, B) to Lq(M. B'). defined by the
equation (T"F)(x) = TF(x), for F L,,(M, B), is easily seen to be a contrac-
tion. Taking B as and B' as Lq(M2), and making the natural identifica-
tions of B) with x and of Lq(MiI B') with LQ(MI x M2) that
are justified by the Fubini theorem, it follows that the contraction extends

the algebraic tensor product T, x T2. which implies that the latter is also a
contraction. 0
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LEMMA 8.1.5. For all p (2. I > 0 and any real selfadjoin: operator B

such that B � 0, exp( — iäf(B)) is a contraction from to

PROOF. If H is n-dimensional (n and B is taken in diagonal form, the
kernel for exp( isa product of kernels for the one-dimensional case,
and hence positive. The same argument as in the one-dimensional case then
applies by virtue of Lemma 8.1.4. Letting n oo, the case of an arbitrary B
of pure point spectrum follows. To treat the general B, let be a sequence
of countably-valued Borcl functions on such that 0 f,(x) x

x as n Set B, = f,(B), and let H, = ar(B,) and H = ar(B). Then
exp(itB,) exp(izB) (in the strong operator topology) implying that
r(exp(itB,)) — F(exp(itB)), i.e., exp(iiH,) —. exp(itll). But this implies that
H, —' H in the strong topology for unbounded selfadjoint operators, by virtue
of the uniform semiboundedness of the H, and H. This implies in turn that
exp( — tH,) exp( — :11) as n The proof is completed by applying Fa-
iou's lemma to the inequality tlexp( —IH,)f II,, 11111,,.

PROoF OF THEOREM. Since A — I � 0 and

exp(—zar(A)) = exp(—Iar(l))cxp(—b3F(A — I)),

it follows from Lemma 8. 1 .5 that it suffices to establish the conclusion of the
theorem for the case A = I. The operator exp( — (1 + is)N), where N =
ar'(!), is holomorphic as a function oft + is fort > 0, continuous as a func-
tion of s when t = 0, and unitary on for t = it is a contraction from
L1(HJ to L4(HJ. According to the operator-interpolation theorem of Stein
(1956), exp( — (z + is)N) is then a contraction from Ll(HK) to where
p(1) -' = ½(l — lit0) + ¼(z1t0). By an elementary estimate, p(i) > 2e" for
some constant E> 0. The convexity theorem of M. Riesz then implies that for
arbitrary q > 2, is a contraction from It follows by
induction that exp( — nt0N) is a contraction from to from
which it follows that exp( — iN) is a contraction from to for
all i. Applying the theorem of Riesz once again, it follows that e th is a con-
traction from to for all q � 2. [1

Theorem 8.1 implies the following estimate for quasi-polynomials in an
infinite number of Gaussian random variables.

COROLLARY 8.1.1. There exists a universal constant 0 such that if V
L2(H,) and V is in the closed linear span of the polynomials of degree d

on then (p12)" Moreover, exp(IVr) L1(H,,) for some a >

0.
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PRooI. Let M denote the closed linear span of the polynomials of degree
d. Thcn M is invariant under the and N is bounded by d on M. Thus if p
= 2cxp(E:),

IIVIL = 11V112.

Now

Ilcxp(IVI'9111 (n!)'fl IVI"111

There arc only a finite number of n for which an < 2, and the contribution
from these terms to the foregoing sum is clearly finite. For the remaining val-
ues of n, a sufficiently small, the
series (n!) < 0

8.3. Renormalized products at fixed times

The interaction Hamiltonian for a nonlinear quantized field has formally the
expression V = f p(4p(f. x))dr, where p is a given polynomial. and p(:. x)
denotes the putative interacting field. Even the free field at a fixed time is a
distribution or other generalized function, as a function of the space variable
x, and there is no reason to expect the interacting field to be any more regular.
And in the case of the free field, explicit analysis shows that if p isa monomial
of even degree, p(s) = for some integer r, then V is identically infinite, if
interpreted as a random variable relative to the Gaussian distribution associ-
ated with the free field vacuum. There is thus no question that some species of
rcnormalization is required to give clear meaning to the foregoing expression.
A natural—local, invariant, etc.—such renormalization was treated in Chapter
7, which in the physical context should be defined relative to the physical
vacuum, which is usually described as the putative lowest eigenvcctor of the
lola! Hamiltonian. But at this point an essential complication intervenes: the
physical vacuum is not known at this stage, or even known to exist. It is there-
fore much simpler to treat renormalization with respect to the free vacuum,
which of course is and as a step toward the establishment of the phys-
ical vacuum, this is what is done, initially.

Some properties of renormalized products relative to the free vacuum have
already been developed in Chapter 7. In particular, when averaged relative to
a smooth function vanishing outside a compact subset of space-time. the result
is a densely defined operator on the underlying free field state vector space K.
On the other hand, for the treatment of a nonlinear evolutionary differential
equation, the integration over time must be eliminated. Such an equation has
the form duldi = F(u. 1), where F is a given function of the unknown function
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u, whose dependence on z is under consideration. When F is linear, this equa-
tion is readily reformulated in terms of temporal averages. Thus, if F(u, t)
takes the form F(t)u, where F(t) is a given linear transformation, and if U(g)
= f u(t)g(t)dt, where g is arbitrary in then the differential equation
may be given an equivalent formulation in terms of U(•) as the equation U(g')
= — U(Fg) for arbitrary such g. But if F is truly nonlinear, this device is
ineffective.

Thus, without some wholesale reformulation of the underlying differential
equations of quantum field theory, it appears essential that the interaction
Hamiltonian be analyzed at a fixed time, without smoothing with respect to
time. Since the latter type of smoothing has a much stronger regularizing ef-
fect than smoothing over space, the fixed-time interaction Hamiltonian must
be expected to be considerably more singular than the densely defined opera-
tors obtained from smooth averages over space-time. Indeed, when the num-
ber of space-time dimensions of a relativistic free field is greater than two, the
Wick powers of the field do not become densely defined operators on averag-
ing only over space with respect to a function in On the other hand, the
analysis of local nonlinear functions of a relativistic quantum field is greatly
facilitated by relativistic causality (in one of it.s interpretations), according to
which the field operators at different relatively space/ike points (e.g., points
at a fixed time) commute with each other.

The next sections arc devoted to the establishment of the fixed-time prop-
erties of fields that are relevant to the construction of interacting fields. In
these sections we are concerned with a quantum field in space, and time will
not enter into the considerations explicitly. It will be advantageous for logical
clarity and generality to treat successively more restricted classes of spaces.
arriving eventually at the cases of R and for the presentation of the basic
theory of quantized nonlinear equations.

Renormalized products of theoretically observable quantum field operators
at a fixed time can be effectively characterized by a nonlinear variant of the
Weyl relations involving only bounded operators. This serves to suppress ir-
relevant pathology that derives from formal manipulations with unbounded
operators. It will suffice here to treat the case of powers, or, more generally.
polynomials. in a scalar field, initially, we make no assumption concerning
the space on which this field is defined, other than that it is a measure space
(S. s). Here S denotes the underlying set, and s the given nonnegative count-
ably-additive measure on a given a-ring of subsets of S. We denote L2(S, s) as
H, and assume given a dual couple CM, N. (',')) consisting of linear subspaces
M and N of real functions in L2(S. s), with the pairing (',•) defined as the usual
inner product in L2. We assume given a Weyl pair (U, V. K) over this dual
couple. and make the special assumption appropriate to the consideration of
local products of fields that if f€ M and g N. then gf€ M. We call such a
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dual couple multiplicative, and are concerned with a Weyl pair over a multi-
plicative dual couple that is grounded by the designation of a unit vector v
inK.

A renormalizedpower system for the grounded pair (U, V, K, v) over a mul-
tiplicative dual couple is defined to consist of continuous unitary representa-
tions of the additive group of M on K (n = 0, 1,2,...) having the fol-
lowing properties: denoting exp(ifh(x)dx) as U0(h) for h s), and

as U1(f), then for arbitraryfE M and g N,

(1) = and

(2) v) = I ifn �: 1.

The selfadjoint generator of the one-parameter unitary group t real,
will be denoted as 4"(f) and symbolically as

LEXICON. At first glance, the significance of the nonlinear Weyl relations
1) may not be apparent. To explain how they arise naturally from the problem
of the appropriate definition of nonlinear local functions of a quantum field,
we interpolate a heuristic explanation.

Let p and denote point functions representing canonically conjugate fields
over S. That is, p(x) and arc hermitian fields, and they satisfy the com-
mutation relations

Iip(x), i ô(x — y); Ip(x), p(y)l = 0 = Iii(x), (x, y S).

Consider the problem of defining p(x)2. Whatever this may be, one would at
least expect that it commutes with all p(y), since fonnally

I'p(y), p(x)2] = Ip(y), p(x)]p(x) + p(xflp(y), p(x)] = 0.

Similarly, one would expect that

p(x)2j = l*(y), p(x)lp(x) + p(x)l = 2i ô(x — y)p(x).

In terms of the corresponding distributions 4), fl and 4,2, where

=

these equations mean that for arbitrary functionsf and h,

42(h)] = 0, f 11(f), 4)2(h)J = 2i 4,(fh). (*)

But as equations for 42(h), equations * arc fairly regular: they state that the a
priori undefined object X = 42(h) satisfies the mathematically meaningful
equations I = 2i4(fh), in which all terms other than
X are well-defined operators. Thus, either such operators X exist, in which
case we say p(x)2 exists and defines the distribution f = X: or
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they do not exist, in which case we may conclude that the intuitive concept of
the operator-valued distribution rcprcscnting the square of the field was an
illusion. Moreover, when X exists, it is unique within an additive constant by
virtue of the irreducibility of the p(x) and 31(y) in their totality, in the cases of
the free and other fields normally contemplated. This additive constant may
be fixed in a natural invariant way by requiring that its vacuum expectation
value vanish.

Suppose we have resolved the question of the existence of p(x)2 positively;
wc may then proceed to treat in a similar way. That is, formally it is
naturally constrained by the relations

(p(y), p3(x)] = 0, p3(x)1 = 31 ô(x —

providing a mathematically meaningful equation as earlier. Next, in case p(x)'
exists, we may proceed to the treatment of p(xr; and so on by recursion for
arbitrary powers.

Rigorous mathematical implementation of the foregoing idea would run into
ambiguities connected with the unboundedness of the operators involved, and
technical issues concerning domains, for which mere density in an underlying
1-lilbert space, together with invariance under the operators in question, would
be quite insufficient, even though the appropriateness of such a technical as-
sumption is arguable. Some exponentiation to unitary operators, which arc
then free of technical domain requirements, is indicated, and there is no prob-
lem exponentiating the fl(g) to obtain the V(g) = exp(iIl(g)). By formal
power series manipulations it follows from the relations [31(y), = in
b(x — that

V(g)-'4"(f)V(g) = + + (,) (fr'"(fr) + +

This relation has been developed in a purely formal way; if, however, the
4i'(h) are all selfadjoint and strongly commutative, then there is a natural way
to rigorize the relation, by forming thc closure of the right-hand side, which
necessarily exists and is selfadjoint (by spectral theory). Finally, exponentia-
tion of this equation produces the nonlinear Weyl relations. Conversely, these
relations rigorously imply the indicated partially infinitesimal relations.

Before resuming the rigorous development, beginning with some general
properties of solutions of the nonlinear Weyl relations, including the property
just described, one last point about the physical justification for the normal-
ization via vanishing vacuum expectation values should be noted. Mathemati-
cally. it would be possible to give arbitrary values to these vacuum expectation
values. However, in the putative eventual application to quantized nonlinear
wave equations, the vacuum expectation values arc time independent, since
the vacuum state vector is eigenvcctor of the Hamiltonian. This means the
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vacuum expectation value would be the same in the infinite time limit, but the
physical expectation is that in this limit the quantized field is asymptotic to a
free field, and the nonlinear interaction term in the wave equation should tend
to 0, and so have vacuum expectation value tending to 0.

Recapitulating in rigorous terms,

SCHOLIUM 8.1. The nonlinear Weyl relations imply the equations

V(g)'4Y(f)V(g) = +....f. (*)

where boldface "+ "indicates that the closure of the indicated sum is formed.
Conversely, suppose given a Weyl pair (K, U('), V(•)) over the multiplicative
dual couple (M, N) and mappings n = 1,2 from M to the selfadjoin:
operators on K, that are linear and continuous (with respect to the strong
addition, etc., of operators),

+12) = +

4i"(af1) = a 4"(f1), a R; 11,12 M.

Suppose also that the (f M) are affiliated with the R
generated by the U(h), h M. Then the nonlinear Weyl relations hold with

= :f(*) hoklsforf€ M and g N.

The formal indications of unicity for the renormalized powers may be rig-
orously confirmed along the following lines: we define a grounded Weyl pair
to be simple in case the R and S generated by the totality of the
U(f) and the totality of the V(g), respectively, are maximal abelian in the
algebra of all bounded linear operators on K; and if, in addition, R together
with S forms an irreducible set of operators on K. We recall that in a separable
Hilbert space an abelian algebra is maximal abelian if and only if it has a cyclic
vector, in which case it is sometimes said to have a "simple spectrum," since
any selfadjoint operator that generates the algebra will then have (generalized)
eigenvalues of simple (unit) multiplicity.

ScH0LIUM 8.2.11 a renormalized power system exists for a simple grounded
Weyl pair over a multiplicative dual couple, then ii is unique.

PROOF. As the start of an induction argument, observe that U0 is unique by
definition, and suppose that two renormalized power systems, denoted Urn and

coincide form <n. it follows that for allf and g,

V(g)

From this it follows that
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=

LetS denote the maximal abelian algebra generated by the V(g). The last equa-
tion shows that is inS. However, it is also in the R
generated by the as h varies, since it commutes with every element of R,
and R also is maximal abelian. By the assumed irreducibility, the common
part of R and S consists only of scalars, so that = for some
scalar c(f). Hence v) = c(f) =
1.

Renormalized power systems could now be treated over arbitrary complete
Riemannian manifolds, but in practice symmetries lacking in the general case
are important, and it will suffice here to treat the case in which the underlying
space S is a group G. The logical context is clarified by permitting G to be an
arbitrary locally compact abelian group, with the further assumption that the
energy operator is group invariant. Denoting this operator as B, this means
that BL(a) = L(a)B, where L(a) denotes the operator f(a) —+ f(x — a), f
L2(G), and the measure in G is taken to be the essentially unique invariant
(Haar) measure. Any such operator has the form B = F- 1MbF, where F de-
notes the Fourier transform operation, and Mb denotes the operation of multi-
plication by the fixed measurable function b on the dual (character) group G*
of G. We call b the spectral funCtion of B, and denote it on occasion as B(').
In physical terms, G* is the momentum space and b(g*) for g* G* is the
energy corresponding to the momentum g*.

In this context, a basic existence theorem for renormalized powers at a fixed
time is as follows: here and elsewhere, if 1 is a subinterval of (1, 00], L1(M)
denotes the intersection of the p i.

THEOREM 8.2. Let B be a given real G-invariant positive selfadjoin: oper-
ator in L2(G), where G is a given separable locally compact abelian group,

such that B(•)-' where B(S) denotes the spectra/function of B. Let

M denote all realfunctions in and let N denote all real functions in

the domain of C = Let (K, W, r, v) denote the free boson field over H

= and set U(f) = W(C'f),f€ M, andV(g) = W(iCg), g eN. Then
there exists a unique renormalized power system for this Weyl pair with

ground state vector v.

PROOF. Observe first that (M, N, is a multiplicative dual couple. For if
g N, then L2(G*), whence Lq(G*) for all q (1, 21. Accordingly,
g L,(G) for all r [2,00). Therefore if f€ M and g N, thenfg M. More-
over, the C '1 withf in M and the Cg with g in N are dense in H,, = L2(G. R),
so that the R generated by the U(f) with f e M is the same as
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that generated by the W(f') withf' H,,, and hence maximal abelian; and
similarly for the S generated by the V(g) with g N. Moreover,
irreducibility for (U, V) follows from the corresponding property of the free
field over H, so that the present Weyl system is simple.

To show existence of a renormalized power system, 4"(f) will be con-
structed as a limit in L2(R, v) of approximations to obtained by smooth-
ing the underlying quantized field p(x). Let g be an arbitrary even element of
M for which fg(x)dx = I and Ié(x)I � 1; let M0 denote the class of such g.
To simplify the notation we write r(a) for T(L(a)), and note that
T(a) = 4(g0), where g(x — a), writing the group G
additively, and similarly for the fl(h), by virtue of the G-invariance of B.
Moreover, conjugation by r(a) leaves R and S invariant (as a set), and also
leaves invariant the expectation functional E, E(S) = (Sv, v), having state vec-
tor v, defined on all bounded linear operators S on K. Accordingly, ifS is a
given operator in L2(R, v), the mapping a r(a)- 'sr(a) is continuous from
G into L2(R, v). It is clear that v is in the domain of all polynomials in the
4(g), and we denote by :• -': the operation of renormalization with respect to
E.

Now for arbitrary g M and integer r> 0, 4(g)': is a polynomial in 4)(g)
of degree r with real coefficients, whose term of highest degree is 4(g)'. It
follows by a simple estimate based on this observation, together with spectral
theory, that 4(g)': is selfadjoint and in L2(R. v). The same is true of
r(a) '4(g)':T(a). and it follows that the map a —. is continuous and
bounded from G into L2(R, v).

It follows that f 4(g,)':f(y)dy exists as a Banach-space valued integral if
1€ where the Banach space in question is L2(R, v). We denote the
value of this integral as u(g). It will next be shown that if is a sequence in
M( such that —* I as n cc (pointwise on G*), then the sequence
is convergent in L2(R, v). To this end, we compute the inner product (u(g),
14(h)), in the space L2(R, v), which will henceforth be denoted as K'. (Note
that K' is unitarily equivalent to K via the mapping T—. Tv, since v is a cyclic
vector for R.) Applying Wick's theorem, E(:z': :z":) = r!E(zz')' for arbitrary

and z' of the form g, h M, whence

(u(g), u(h)) = 4(hbY:)f(a)f(b)dadb

= r! ff(C C

By Fourier analysis. (C 'ge, may also be expressed as K(a — b), K
being the inverse transform of k = B(-) where and are the Fourier
transforms of g and Ii. Since B(S) I k is in implying
that K is in Hence K' is in L12$G). The convolution fK'(a — h)f(h)cib
is again in since f L1(G). Now (u(g), is the inner product
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of the foregoing convolution withf, which by Parseval's theorem for the
Fourier transform is the same as the inner product of the respective Fourier
transforms. Accordingly,

(u(g), u(h)) = r!

where/is the Fourier transform off and k('r) is the r-fold convolution of k with

itself. Applying this result to the evaluation of IIu(g) — u(h)II, this may be
expressed as

I)('r + (h2B(•) - — 2(hgB(.) -

(Note that since g and h are taken invariant under the map x —' —x, their
Fourier transforms are real.) Setting g = g,,, and h = the Fourier trans-
forms of and g,,, are uniformly bounded by I and converge pointwise to 1.
The expression

l)('r) + l)('r)
—

is dominated by and converges pointwisc toO by the Hausdorff-
Young inequality. As n m —, the entire integrand over converges to 0
and is dominated by the function

4fB(')— 'I"(y)
which is integrable since IB(')- 'Ii" is in for all p > I and f(y)
L2(G*). Hence {u(gj} has a limit in K', which we denote as 4Y(f) By conti-
nuity, 4,'(f) may be extended from L1(G)flM to all of M, and thc extension
will also be denoted as 4Y(f).

It is clear from this construction that is in R. To complete the proof
of the theorem it remains only to show the nonlinear Weyl relations. To this
end, note that

V(h)-'4(f)'V(h) = (4(f) + (f.h)Y (r = 1,2,...).

In order to establish the nonlinear Weyl relation, it suffices to establish the
following half-infinitesimal form:

V(h)- = 4"(f) + n4" - '(fh) +... + - M(fhlnt)

provided the are all known to be affiliated with the same abelian ring R.
as is the case for the To establish the half-infinitesimal form of the Weyl
relations, observe first that the corresponding relations hold when p(x) is re-
placed by where g is as earlier: V(Iz) = + (k. Iz)l"
for n = 1, 2, ... (as a consequence of the case ii = I). Observe next the equa-
tion = + ':(k, h) + + h)m

+ .... This follows by induction on More speciuically. substitution of iii for
Ii followed by differentiation with respect to i reduces it to the same equation
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with n replaced by n — 1. In this reduction use is made of the equation for
real Ii and k

I:d)(k)n:,4)(ih)I = in(k, h) :4(k)"-1:,

representing a special case of the defining relation for Wick products.
On replacing k by g., and integrating over G after multiplication byf(x), this

implies a relation of the form

= 4,,,(f,g) + +'•+
+ "• + f (ga,

where

4,,(f.g) = f:4)(gj":f(x)dr, 4),(f,g.h) = f:4)(g1)':(g,,h)'f(x)dx

are operators in L2(R, v) that converge in this space to corresponding operators
in the putative half-infinitesimal form of the nonlinear Weyl relations. To com-
plete the proof, it therefore suffices to show that if the Snj arc selfadjoint op-
erators in K' such that as j — and such that for some unitary
operator Vfor which R for allR R,

then the same equation holds with each replaced by its limit Sn. This fol-
lows from the use of spectral theory to represent all the by multiplication
operators on a probability measure space. It follows from this representation
that if a sequence of selfadjoint operators converges in K', then it converges
in the strong operator topology. For such convergence of a sequence of
selfadjoint operators to another selfadjoint operator H is equivalent to the con-
vergence of cxp(iiH,,) to cxp(i:H) in the strong operator topology for bounded
operators, for all real :. Lebesgue integration theory shows that if is a
sequence of real measurable functions on a probability measure space P that
converges in L2(P) to h, then the operation Mh, of multiplication by acting
on L2(P), converges in the strong operator topology to The unitary invari-
ance of this type of convergence for unbounded selfadjoint operators then im-
plies that V converges to 'SnV in this topology.

Problems

1. a) Show that the M of Theorem 8.2 is a topological algebra in the topol-
ogy of convergence in each p 12, 00).

b) Show that 4v'(f) is continuous from M in this topology to v).

2. Show that Theorem 8.2 remains valid with the following choices for M
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and N: M consists of all real functions in L,2(G); N consists of all real such
functions whose Fourier transforms have compact supports.

8.4. Properties of fixed-time renormalizatlon

This section develops properties of the fixed-time polynomials in a quantum
field. It treats function-space aspects, the applicability of renormalization to
interacting fields rather than the free field, and locality features. All of these
are involved in the solution of nonlinear quantized wave equations. For an
arbitrary polynomial of the formp(x) = + + a,,_ x, we define

+ a14"'(f) when this exists.
With the hypotheses of Theorem 8.2, this is the case for allf in M, by spectral
theory.

COROLLARY 8.2.1. With the hypotheses of Theorem 8.2, is in Lq(R, v)
for all 2 � q < p being an arbitrary given polynomial.

This could be shown by direct computation of the vacuum expec-
tation value of 4(f)", for even integers q, using Wick's theorem. However,
it is easy to deduce the result from Theorem 8.2, which also yields a simple
estimate for Let N denote the number (of particles) operator in the
free boson field over H = L2(G). it is clear that is a limit in K of
vectors in the at most n-particle subspace = where n is the degree
of p. whence is an element of this space. Denoting the spectral mea-
sure for N as E(B), where B is an arbitrary Borel subset of R, then is in
the range of E([O, n]). Now by Theorem 8.1,

showing that for sufficiently large 1.

The solution of a nonlinear quantized wave equation at a fixed time cannot
be expected to be similar to the free field at this time, and in particular the
physical vacuum will certainly be different from the free vacuum for a physi-
cally nontrivial theory. Accordingly, what is needed in order to give precise
meaning to such an equation is a notion of renormalized powers that is appli-
cable to a general type of vacuum. The next two theorems will show the ex-
istence of a unique local concept of powers extending that treated in Section
8.3, to the case of an arbitrary (nonfree) vacuum of appropriate regularity.

THEOREM 8.3. Let B, C, G. M. and N be as in Theorem 8.2. Let (K. W.
F, v) denote the free boson field over H, set U(f) = W(C - 'f)forf€ M. and
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V(g) = W(iCg)for g c N. Then. jfu is any unit vector in K2 and is £ K,, with
p > 2, there exists a unique renormalizedpower system for this Weyl pair with
ground state vector u.

Let :4": denote the renormalized power system (r.p.s.) for the free vacuum,
whose existence is asserted by Theorem 8.2. The putative r.p.s. with the
ground state vector u will be denoted as 4r('). By definition, = f0f(x)dr
= 4°(f) forf€ L1flM. Thus the following induction hypothesis (H,) holds
(trivially) forr = 1:

For s C r, tfr(') exist satisfying the r.p.s. conditions, and have expressions
of the form

4,1(f) = 4r(f) — s$'—'(fk1) — — — 4°(fk,). (H,)

it will be shown that (H,) implies (H,+,), thereby establishing the theorem.

LEMMA 8.3. 1. There exists in M such that

(4r(f)u,u) = forn>O.

PRooF. From HOlder's inequality and the bound

1I4"(f)IIq s Cq Ikfr'(f)lL

for q€ [2, oo), it follows that u is in the domain of 4v'(f), and that I(4"(f)u, u)1
C II4"(f)Ik. where C is a constant (dependent on ii). By the proof of

Theorem 8.2,

= (n!)"i

for n > 0. Since B l(n)(.) is in Lq for any q (1, this implies, in conjunc-
tion with Fourier transform theory that for all positive n, 114r(f)I6 s C, If II,
for any r (1, 2]. By the Riesz representation theorem there exists a L2(G)

such that

(4r(f)u, u) = (f, kj.

PROOF OF THEOREM 8.3. Suppose that H, holds. Define T as the closure of

— r4r'(fk1) — -•- — — —

Since all the summands are selfadjoint and affiliated with R, the indicated
closurc exists. it will next be shown that T satisfies the r.p.s. conditions for
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To this end, conjugate by V(g) and use the induction hypothesis to
obtain the equation

= closure of

{[4,'(f) + + + +

— (c)[ilv—'(fk1) + (r — 1)tV2(fk1g)

+ +" +

— + (r — +

+•'+ —-
All the summands here are affiliated with R, and the closure indicated exists
and is selfadjoint as earlier. Summing by columns instead of by rows shows
that V(g)'TV(g) is the closure of

+ —

+ —

+ ' +

Applying the induction this last expression is expressible as the
closure of

T+ + +...+

Thus the transformation properties of T relative to conjugation by the V(g) are
as required for an r.p.s. It remains to check the vanishing of the expectation
value (Tu, u), but by the induction hypothesis, (Ta, a) = —

4i°(fk,) = 0, completing the proof. D

The foregoing proof is easily seen to be reversible as regards the two ground
states, and indeed both may be distinct from the Free vacuum state.

COROLLARY 8.3.1. With the hypothesis of Theorem 8.3, let u and w be unit
vector in some p > 2, with corresponding renormalized power systems
ifr' and .yfl. Then there exisifuncrions k1 (j = 1, 2,...) in M such thai

= 4in(f) — (?)Y' 1(fk1) — 2(fk2) — ... —

PROOF. Estimates on u) similar to those on (4"(f)r, v) in the proof
of the theorem follow from the recursive expression relating 4r(f) and 4"(f).
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With these estimates the proof applies equally to the case when the r.p.s. for
v is replaced by that for u. 0

A basic property of the renormalized powers is their locality. From a foun-
dational physical standpoint, and also for the derivation of the finite propaga-
tion velocity of the associated nonlinear quantized wave equations, it is im-
portant that 4r(f) depends essentially only on the with x in the support
S(f) off. For any subset S of G, we denote by R(S) the generated
by the U(f) for thosef in M such that a neighborhood of 5(f) is contained in

COROLLARY 8.3.2. For arbitraryf M, and n = 1.2 js"(f) is affiliated
with R(S), for any neighborhood S of the support off.

PROOF. in the proof of Theorem 8.2, the approximation g to 6 may be cho-
sen to have arbitrarily small support Q. The approximation u(g) to is

then affiliated with R(S), where S is 5(f) + Q (sum in G), and hence so also
is its limit 4r'(f). The proof of Corollary 8.3.1 applied to the case when w =
v shows that the same is true of the i$r(f). 0

Problems

1. Show that the renormalized powers treated in the preceding section are
covariant with respect to translations on G:

F(a)'4Y(f)F(a) = 4r(f0) (fa(4 = f(x — a)).

2. Modify the preceding results by using the algebra in place of M
as the algebra containing the functionsf on which 4" is defined.

3. Show that the mapf—* 4)"(f) is continuous from M and from L(1,,.)(G)
into the selfadjoint operators in K, where the topology on L11,$G) is the se-
quential topology in which convergence means convergence in every L,, space,

11, oo).

4. Show that 4v'(f) may alternatively be defined by the equation

4r(f)v = lim P(n) [S 4(gj"f(x)dxJv,
It—.6

where P(n) denotes the projection of K onto its n-particle subspace. (This
simple expression for renormalized powers does not generalize to interacting
fields.)

5. Show that if G is a finite group, and if n is even, then 4r'( 1) is bounded
below; but that if G = 5', then 42(1) is unbounded below. By explicit com-
putation show however that exp( — 42(l))v is in L11..,.
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8.5. The semigroup generated
by the interaction Hamiltonian

Next we treat the semigroup expressed formally as e-", where V is an in-
teraction Hamiltonian of the form 4i,,(f) treated earlier in this chapter. This
semigroup is fairly singular, and is hardly tractable at all without the assump..
tion that p is bounded below. It will clarify the origin of the arguments in-
volved to use the suggestive notation = f x)): f(x)dx, while
recognizing that p does not exist as a point function, to which p is directly
applicable. As seen in Chapter 7 p(O, x) can be given appropriate rigorous
meaning as a densely defined sesquilinear form, but this would not facilitate
our immediate object—roughly, to show that the semigroup degrades the

of a vector in K more slowly than the semigroup improves it.
The underlying wave equation for which V has the indicated form is for-

mally

EThp + p'(ç) = 0.

In the case of a classical wave equation, it is only when the energy is bounded
below, or substantially when p is bounded below, that solutions generically
exist globally. This is physically natural, since the lower bound of the energy
is necessary for stability. The same motivation suggests that an effective the-
ory for quantized wave equations will require similar restrictions on p. How-
ever, the nonnegativity of p by no means implies the semiboundedness of the
operator V, as a consequence of the infinite number of degrees of freedom.
This can be seen explicitly in simple cases (cf. Prob. 5, Sec. 8.4).

Thus, c_tv is not a bounded operator even when p is bounded below. But
the unbounded semigroup e 'i', t > 0, acts appropriately on the L,, scale for
the solution of nonlinear quantized wave equations in two space-time dimen-
sions. This is described in

THEOREM 8.4. Let G = R' or S', B = (m2 — where m > 0 in the

context of Theorem 8.3. and assume further thaif M is a nonnegative inte-
grable function on G. lip is a nonnegative polynomial vanishing at 0, and V
= 4),,(f), then in v).

PROOF. Note that p being bounded below means that p has the form p(x) =
a0x" + a1x"' + + 1x, where a0> 0 and n is even. If X is a normal
random variable of vanishing mean and variance c2, then all of its moments,
and in consequence all of its renormalized powers, scale with c. Thus, if G is
taken in Theorem 8.2 to consist only of its unit element, X may be identified
with c4)(l), and its renormalized powers correspondingly defined. It follows
that
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:p(X): = + + +

where the c4 are independent of c, and subsequently that :p(X): � — kc" for an

appropriate constant k. For g M, let

V V2. Then has variance 11B whence, by the preced-
ing paragraph, V1 � — ff(x)d.x.

We now estimate the distribution of V on the negative half-axis. For any
Xi R, Pr[V — X — 1] = Pr[Z + V1 — X — II. If V1 � — A. then Z +
V1 can be s — A — I only if Z — 1. Setting P(X) = Pr[V — A — I], this
implies that

P(X) Pr[IZ1 � 1) EIIZ1vJ

for arbitrary q> 1.
We take advantage of the arbitrariness in q as follows. Since Zv is in the

spectral manifold E(n) of the number of particles operator N = f A dE(X), it
follows from Theorem 8.1 that if q 2enI, then P(X) (en' We take q
= e' (which will be greater than 2 if 0Z112 is sufficiently small,
which in turn will be the case when g approximates b sufficiently closely) in
order to optimize the inequality. With t correspondingly chosen such that q =
2enI, it results that

P(A) S

in the course of the proof of Theorem 8.2, an expression was obtained for
11V1 — which leads to the following estimate in the limit h —

IIV1 — n! (1112, — I)(n)),

where it is assumed that p(x) has the form x", the general case being reducible
to this case by Minkowski's inequality. Sincefi M andf€LJ,feL122f,)(G1)
for some E > 0. Accordingly, if r is sufficiently large,

11V1 — c 1l(B(•)— — (gB(.)— ')"°II. (c c(n,f)).

Using the Hausdorff-Young inequality as in the proof of Theorem 8.2 it fol-
lows that

II(B(') — —
— C IIB() — — ãB(') — 'II,,

if n/q = hr + (n — 1), and q> 1. where the uniform boundedness iflLq(G)
of the -'is used, g being restricted by the constraint that I.
Choosing the conjugate index q' to q so that q' > n, p is then given by the
equation r ' = I — n/q', showing that if q' is sufficiently close to n. r be-
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comes arbitrarily large. In consequence, the preceding inequalities apply, and
it results that

liv, — —

Choosing g = g,, where g, is the inverse Fourier transform of the charac-
teristic function of the interval (—s, s), then is asymptotic to log s
as s Accordingly, the inequality above on P(X) is applicable if X = c

(log Noting that — l)B() = it follows that

P0,) expi —

c are constants depending on n. Thus, as X—÷ x, P(X) tends
toO sufficiently rapidly to imply that e is in D

8.6. The pseudo-Interacting field

The putative interacting quantized field satisfying the given scalar wave
equation D'p + p'(p) 0 has as its Hamiltonian, in symbolic physical form,

H = f[½(Vp)2 + ½(8,p)2 + p(p)]dr,

where the integration is over space at any fixed time, e.g., at time 0. But this
form of the Hamiltonian appears of little use for rigorous construction, since
the interacting field is not known—at time 0, or at any finite time. According
to one widely accepted physical model, there is, or is expected to be, an "in-
coming" field in the infinite past (or, heuristically, "at time —cc" that repre-
sents the quantized field before the interaction has commenced, and so is a
free field). But this raises new issues, of temporal asymptotics (or "scatter-
ing"), etc., rather than resolving the question of how to interpret the symbolic
expression for H at a finite time.

What has been shown in the preceding sections is that each of the two terms
in H, namely the quadratic or "pseudo-free" term, and the higher order or
"pseudo-interacting" term, become analytically somewhat controllable when
the free quantized field Po is substituted for the putative interacting one p. The
total pseudo-Hamiltonian H' obtained by adding these terms bears in principle
only a specious resemblance to the true physical Hamiltonian, but if the phys-
ical interacting field does not deviate very greatly from the free field at finite
times, it can reasonably be expected to provide a first approximation to it.

On the other hand, even if the free and interacting fields were unitarily
equivalent at finite times, there would be a fundamental distinction between H
and H' in the interpretation of the higher-order term which has rio phys-
ical reason to be renormalized relative to the free-field vacuum (represented
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by the lowest eigenvector of H0) rather than to the putative physical vacuum
(represented by the lowest eigenvector of H). Moreover, the appropriate free
field is arguably of unknown mass a priori, since the interaction should influ-
ence the mass of the putative free incoming field.

The replacement of the symbolic physical Hamiltonian H by the mathemat-
ically well defined operator H' is thus physically without justification, and
indeed replaces the original nonlinear problem by a linear one (which is ob-
tained by substitution of a known function p0 for the unknown function p in
the leading nonlinear term). It is nevertheless mathematically interesting, and
it will be seen that, a posteriori, it does lead to a solution for a nonlinear local
quantized wave equation. This equation is not the same as the original one,
but differs only in lower order terms and provides a reasonable first step in the
resolution of the underlying physical nonlinear problem.

The pseudo-interacting field p (where, for simplicity of notation, we use
the same symbol as for the putative interacting one) will be defined symboli-
cally by the equation

p(t,x) =

where Po denotes the free field. There is no special reason to choose the time
= 0, rather than some other time, as the starting point, and indeed H' is

materially dependent on this initial time t0, but different choices for t0 lead to
unitarily equivalent H', and ultimately to unitarily equivalent p(z, x). To show
actual existence of p(t, x), it is necessary to give appropriate meaning to H' as
a selfadjoint operator. Having done this, the mathematical modeling of the
physical context is further validated by establishing an appropriate version of
the fundamental constraint of causality, in the sense of finite propagation ve-
locity. This is also needed to deal with the case of a noncompact space, which
requires a spatial cutoff in the definition of the interaction pseudo-Hamilto-
nian, with the result that the Hamiltonian is mathematically interpretable as a
derivation of a but not a priori as a selfadjoint operator. Following
this, the unicity of the physical pseudo-vacuum will be shown. Corresponding
renormalized powers of the pseudo-interacting field are then established (rel-
ative to the physical pseudo-vacuum), and finally it is shown that pQ, x) does
indeed satisfy an explicit local quantized wave equation relative to this vac-
uum.

Turning now to the rigorous development, we first recall a general result on
the interpretation as a selfadjoint operator of the sum of two given selfadjoint
operators, having properties exemplified by the semigroup features shown in
Theorems 8.1 and 8.4. The general idea is that a scale of subspaces

K with increasingly stronger norms as p increases is
developed, relative to which the respective semigroups generated by given
selfadjoint operators A and B have a kind of finite velocity: c" improves the
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status of a given vector at a rate a, while e'5 lowers the status at a rate b. if
a — b � 0, and if A and B are moderately regular in a general way, then a
semigroup naturally identifiable with the putative one generated by A + B
may be derived, and will improve status at ante � a — b. To treat the present
pseudo-interacting field, the L,, scale relative to the free vacuum is adequate.

As earlier, for any probability measure space M, the notation Lj,,b)(M) will
denote the space of all functions that are in 4(M) forp £ [a, b), in the topology
of convergence in each L,, norm; the notation K,, will also be used on occasion
for 4(M), and K2 will be denoted simply as K. For any given linear operator
Tin K, will denote

We recall the definition of the strong convergence of A,, in H and note that
if the A,, are uniformly bounded below, then A,, —. A if and only if either
exp( — set,,) exp( — sA) (strongly) for all s > 0, or for one s > 0.

THEOREM 8.5. Let H be a given selfadjoint operator in the space K =
L2(M), where M is a given probability measure space, with the property that
e" is a contraction from K to some E > 0. Let F be a real mea-
surable function in L[2,.,)(M) such that e' is also in L12,.,)(M), and let V denote
the operation of multiplication by F, in K. Then H + V is essentially selfad-
joint, and if H' denotes its closure, H + bjV) — H' for any sequence of
bounded Borel functions {b,,} on ft that is pointwise convergent to the function
b(x) = x and such that lb,,(x)I lxl.

PROOF. We refer to SK, p. 320, Theorem 11.6, for the proof which is based
on successive use of the Lie-Trotter and Duhamel formulas. The proof gives
useful information about H', including

COROLLARY 8.5.1. H' is bounded below by —½tlog[f exp(—2e'F)].
Moreover, every entire vector wfor H' is in and in D(H): and H'w =
Hw + Vw.

The proof of Theorem 8.5 also establishes the regularity of H' as a function
of F, for fixed H0. This may be stated as follows:

COROLLARY 8.5.2. Let C denote a collection of functions F satisfying the
conditions of Theorem 8.5, and such that for each p [I, co), 1IF1L and
are bounded as F varies over C. Then H' is continuous as a function of F
C, in the relative topology on C as a subset ofL12JM). Moreover, there exist
positive constants E' and a (depending on C) such that

lie uI12CXP(E.,) S (u £ L2(M)).

From this regularity, a certain symmetry between H and H' follows, as
noted in
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COROLLARY 8.5.3. ifa> 1, there exists b R. such i/will a H'(H. F)
+ bI (F C). Moreover, H' is affiliated with the determined by
H and V: and H is affiliated with the determined by H' and V.

Wc are now in a position to treat the existence and properties of the pseudo-
physical vacuum. This is the state represented by the lowest cigenvcctor, if
such exists; in the present context, it does exist and is unique, and also has
further convenient properties. The development of these properties involves
positivity-prcscrving features of the semigroups treated earlier, and their ap-
plication in the context of the theory of positive operators. For any measure
space M, an operator Tin is called posi:iviy-preserving in case TI 0
wheneverf 0 (in the sense thatf(x) � 0 for all x M). We call an operator
S inverse compact in case there exists a scalar c such that (ci + S) 'is com-
pact. The basic result may be formulated as follows:

COROLLARY 8.5.4. In addition to the hypotheses of Theorem 8.5 suppose
that e" is positivity-preserving for all t> 0. Then e'" is also positivilv-
preserving for alit > 0. Moreover, if H is inverse compact, then so is H'. and
both H and H' have a nonnegative lowest eigenvector. And, if the lowest ci-
gen vector of H is unique. so is that of H'.

PROoF. In the expression fore-" given by the Lie-Trotter formula. each ap-
proximating operator is positivity-preserving since the operators cxp( — tV/n)
and cxp( — H/n) are positivity-preserving and any product of such operators is
again such. It follows that the limiting operator e"' is positivity-preserving.
The inequality H S a H' + b/implies that a'(H — bi) S H', whence, for
any sufficiently large constant c, (a'(H — bI) + ci)' � (H' + ci)',
where the operators on both sides of this inequality exist and are positive. This
shows that if H is inverse compact, then so is H' -

We recall now some classic results in the general theory of positivity-pre-
serving operators, where it suffices here to treat the case of a space of the form
H = L2(M). If T is a compact positivity-preserving operator. there exists a
nonnegative function v 0 in H such that Tv = IITIIv. Moreover, T acts "in-
decomposably" on H, in the sense that T together with the algebra A of all
multiplications by bounded measurable functions act irreducibly on H. if and
only if v is unique.

Taking T = e" or e" for some i > 0, it follows that both H and H' have
a nonnegative lowest eigcnvector. Moreover, the part of Corollary 8.5.3 re-
femng to affiliation shows that if e" is indecomposable for some z, so is

e"', so that H' has a unique nonnegative lowest eigenvector if and only if H
does. 0
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COROLLARY 8.5.5. Suppose G = S'. B(k) = (m2 + andp is an arbi-
trary real polynomial that is bounded below, in the context of Theorem 8.2.
Let V = let H0 = af(B), and let H denote the closure of + V. Then
H is inverse compact and has a unique lowest cigenvector of the form Av,
where A is a positive self adjoin! operator in L2(R, v) with null space consist-
ing only of 0.

B is easily seen to be inverse compact. In the n-particle subspace,
is bounded below by nm, from which it follows that H0 is also inverse

compact. The remainder of the corollary follows from the preceding general
result. The triviality of the null space of A is equivalent to the nonvanishing
a.e. of the lowest eigenvector as a vector in L,2(G). 0

8.7. Dynamic causality

What is usually called "relativistic causality," which can be regarded as a
mathematical formulation of Einstein's principle that the velocity of propaga-
tion of a physical effect can not exceed that of light, is the commutativity at a
fixed time of physical fields that arc conceptually observable. In this form.
relativistic causality has been fundamental in this chapter. But Einstein's prin-
ciple can be given a variety of natural extensions, which arc in part exempli-
fied in the finite propagation velocity features of quantized wave equations.
As seen in Chapter 6, these closely parallel those of classical linear wave equa-
tions. In this section we are concerned with the similar features of quantized
nonlinear equations, which arc not implied by the parallel features of classical
wave equations. In addition, in the nonlinear case, temporal evolution is often
not given a priori as a one-parameter unitary group, but rather may be repre-
sented as a one-parameter group of automorphisms of a Here we
extend the considerations of Chapter 6 to the case of such a group, as a step
toward the establishment of the finite propagation velocity feature of the so-
lution of a local nonlinear quantized wave equation, treated later.

We recall the definition of concrete and make the

DEFINITION. A graduation on a concrete A is a function p from
A to the interval 10, x] having the following properties:

i) [A€A:p(A) isdense in A;
ii) for arbitrary A and B in A, and arbitrary complex number a. p(A + B),

p(AB),p(aA), and p(A*) are all bounded by maxlp(A),p(B)]; and

iii) if A in the strong operator topology and if is bounded, then
A E A, andp(A) �

A with a given graduation is called graduated. The subset [A €
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A: p(A) � tj, which is evidently a will be denoted as A,.
A one-parameter group a(:) of automorphisms of a graduated concrete

algebra on the given Hubert space K will be called proper in case:

a) there exists a constant a Coo such that p(a(t)A) S p(A) + alti for all A

A and te and

b) given any positive numbers s and t, there exists a selfadjoint operator 11
= H(s, in K such that a(u)(A) = for all A E A, and u t, t).
A map (s, t)—. H(s, 1) ("a" rather than "the," since 11(5, 0 is not unique) will
be called a generator for the automorphism group a(t). The infimum of the
constants a for which (a) holds will be called the velocity of a(t).

Theorem 8.6 expresses the principle that the composite of finite velocity
automorphism groups of a graduated C-algebra is again of finite velocity,
which velocity cannot exceed the sum of the component velocities.

THEOREM 8.6. if a(') and j3(') are proper automorphism groups of the grad-
uated (concrete) C*.algebra A, and if they admit generators A(s, t) and
B(s, t) such that A(s, t) + B(s, t) is essentially selfadjoint, then there exists a
proper automorphism group y(') of velocity not greater than the sum of the
velocities ofcz(') and (3(') such that for arbitrary X A with p(X) C

'y(t)(X)
=

(u(t/nfl3(t/n))"(X).

PROOF. Setting C(s, 0 for the closure of A(s, t) + B(s, 0. and setting
exp(iuA(s, t)/n)exp(iufi(s, fl/n) = then, by Trotter's theorem,

— = lim V,,(u) —

for arbitrary X A. Now suppose that X A,, r oo, and that r + (a + b)IuI
Ct. Then it is easily verified by induction on m = 1, 2 ii, that

= (cz(u/n)(i(u/n))m(X),

and is in A,+,,,,.b,,,,wfl. Taking m = n, it follows that the limit of (a(u/n)
13(uln)NX) as n oo exists and equals It follows also that
this limit is in A,4 i,,, The latter cxpression is thus independent of s and
for sufficiently large s and any fixed r.

Let -y0(u) denote the corresponding linear transformation X —,
defined on the union A, of the A, with finite r; this is unique

and maps A. onto itself. If X and Y are arbitrary in A,, then taking sand: so
large that for Z = XY, "y0(u)(Z) has the form i4hs', follows that
y0(t) is a *-automorphism of A,. From C'-algebra theory. it follows that "y00)
extends uniquely to a one-parameter group of automorphisms of all of A,
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and it is clear from its construction that y(') is given by Lie's formula, and that
its velocity is bounded by a + b. Finally—since = -

if X A,, r + (a + b)IuI <s, and IuI < f—condition b) is satisfied, with
generator C(s — (a + b)t, 0.

The domain of dependence and the region of influence properties of classi-
cal wave equations, which reflect their hyperbolicity, have analogs in the
quantized case. In these, functional dependence is naturally replaced by ap-
propriate affiliation with an operator algebra. In this connection it should be
recalled that a given selfadjoint operator A in a separable Hilbert space H is a
function of a second selfadjoint operator B on the space if and only if A =
F(B), where F is an ordinary real-valued Borel function. The following result
exemplifies the domain of dependence in the case of a quantized equation in a
form that permits global dynamics to be in part reduced to local dynamics, and
is an essential step in the treatment of nonlinear quantized equations in a non-
compact space. The point is that the formal relativistic Hamiltonian, of the
form is not an operator, since in the noncompact case the function iden-
tically 1 on space is not in the requisite L,, spaces. However, appropriately
limited functions f, and 12 will lead to interaction Hamiltonians = 4(f1)
that define the same field dynamics, locally in space-time, provided and 12
agree in a sufficiently large region. In particular, taking f to be 1 in increas-
ingly large regions, although of compact support, the theory developed earlier
in this chapter can be used to define globally on space-time a natural interpre-
tation of the transform of the initial field by the motion generated by the formal
Hamiltonian H0 + Thus, in physical terms, a spatialcutoff is vastly
less singular than a momentum cutoff (or convolution of the field involved in
the interaction with a smooth function). Indeed, a spatial cutoff does not affect
the resulting field in some finite region, which may in fact be taken arbitrarily
large. (On the other hand, the vacuum is a highly nonlocal cntity associated
with an interacting field, and will be materially sensitive to a spatial cutoff.)

We begin with the precise formulation of 4,,( 1) in the noncompact case.
which is as the generator of a one-parameter group of auto-
morphisms. These will be unitarily implementable in the free field if the un-
derlying space G is compact, but in general not otherwise.

THEOREM 8.7. In the context of Theorem 8.2, for ant' open subset Q of G.
let denote the generated by the c" and g
supported by Q. Let R denote the uniform closure of the union of the
Q's having compact closures. If p is any polynomial. there exists a unique
one-parameter group a(r) of ofR such that

cx(z)(X) = expi —
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ifXe R0 and iff is a continuous function of compact support that is I on Q.

PROOF. It suffices to show that the given expression for a(t)(X) is indepen-
dent off, within the given constraints onf, the further conclusions then follow
directly. To do this means to show that if the (j = 1, 2) are continuous
functions of compact support on G, that are I on Q, then for all X

This is im-
plied for allX R0 by its validity for any set of generators for R0, in particular,
for the and with g and h supported by Q. This is trivial in the case
of the

To deal with the em(h), note that the = (j = 1, 2) commute
strongly (i.e., their spectral projections do so). it follows that it suffices to
show that the em(h) with h supported by Q commute with the closure of V1 —
The closure is — f2), which by its defining properties satisfies the
equation

—

f2) + 4,,((f1 — f2)h) + 112! 4,,4(f1 — f2)h2) +
But (f1 — f2)h = 0, so that all terms in the last expression vanish except the
first. E

ExAMPLE8.l.LetG = R",letB = (m2 — A)'iwithm>O,anddefinep
on R as follows: p(X) = infimum of s such that X R0 where Q is a sphere
around the origin of radius s (or + co ifno such s exists). Then R is graduated,
and the one-parameter automorphism group given by the theorem is proper
and has velocity 0.

Combining this example with Theorems 8.4, 8.5, and 8.7, the unitary and
finite propagation velocity features of nonlinear quantized wave

equations may be represented as follows:

COROLLARY 8.7.1. Let G = R, let B denote the usual relativistic scalar
single-particle Hamiltonian. Letp be any nonnegative real polynomial. There
exists a unique one-parameter automorphism group y(t) of R such that if X
RQ, and H(f) = closure of H0 + 4,,,(f), then y(t)(X) =
any continuous nonnegative function f of compact support that is 1 on Q +
[—t, t].

Thus the formal integrated interaction Harniltonian, can be given a
natural rigorous interpretation, as a derivation of the algebra R, which is the
earlier-defined space-finite Weyl algebra. Although this algebra is not repre-
sentation-independent, it is useful for expressing results in a form that makes



Nonlinear Quantized Fields 737

manifest their independence from the use of spatial cutoffs. The case of a
nonlinear scalar wave equation in two-dimensional Minkowski space is sum-
marized in Corollary 8.7.2. In this connection, an operator on K will be said
to be compactly supported in case it is in RQ for some compact Q. S(f) will
denote the support of the functionf.

COROLLARY 8.7.2. For any given real polynomial p that is bounded below,
there exists a unique one-parameter automorphism group cz(') of the space-
finite Weyl algebra Rfor the corresponding quantized Klein-Gordon equation
(of given mass m > 0), having the following property: for an arbitrary oper-
ator X in the dense subalgebra R + of R consisting of operators of compact
support, a(t)(X) = etWI)Xeuhl(I), where H(f) is the closure of H0 +
f being any continuous nonnegative function of compact support Q on space
that is I on the regionQ + [—t,t].

8.8. The local quantized equation of motion

At this point it is appropriate to review the results thus far in relation to our
original objective: to "solve" the quantized differential equation [Jp + p'(p)
= 0. The underlying framework is that of Hubert space, on which p is a
generalized operator-valued function; of canonical commutation relations at
fixed times; and other general desiderata such as stability (positive energy),
the existence of a vacuum, etc. But no such general constraints serve to define
a priori the purely symbolic expression p'(p), and without such a definition
the equation itself is purely symbolic. An alternative to consideration of the
equation is the corresponding Hamiltonfan formulation. However, this leads
to the nonlinear operation p p(p), as well as the quadratic terms represent-
ing the free component of the total Hamiltonian, and so does not avoid the
issue of the meaning of a nonlinear function of a quantum field.

The formulation of the symbolic expression p(p) as the renormalized poly-
nomial :p(p): relative to the putative physical vacuum provides a rigorous and
natural interpretation of either the equation or its total Hamiltonian. But as
indicated above, because of the difficulty in dealing with :p(p): when both p
and the underlying vacuum are unknown, we elected rather to insert the known
free field and vacuum into the nonlinear terms, thereby obtaining a tractable
linear equation, and deferring consideration of the underlying nonlinear issue.

in the case of a classical nonlinear equation, the analogous procedure would
be as follows: to simplify the solution of the nonlinear equation Up + p'(p)
= 0, with given data x) = f(x) and äp(O, x)lat = g(x), we first solve the
linear equation UJcp + m2q, = 0, where m2 = p"(O), with the same Cauchy
data, obtaining a function We then solve the equation []p + m2p +
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(P'(Po) — m2q0) = 0, i.e., insert p0 in place of p in the nonlinear term with
the same Cauchy data. This equation is of course linear and hyperbolic, and
has a global solution (say, for finite energy Cauchy data and appropriate p)
enjoying the familiar finite propagation velocity features. Its solution is not a
solution to the original nonlinear equation, but a presumptive first approxi-
mation to this solution—whose existence remains in doubt—both a priori and
at the present stage of classical theory.

Again, in place of the dynamical equations one may use the Hamiltonian
formalism, which applies equally in the classical context, via an infinite-di-
mensional generalization of the Hamiltonian-Jacobi-Lie theory. The solution
manifold of the given nonlinear classical equation has a natural invariant sym-
plectic structure, and otherwise plays the role of a phase space for a dynamical
system. The Hamiltonian for the given nonlinear equation is the function on
this phase space

H(p) = f + (a,p)2 + m2ip2l + p(p)}dx,

where the integration is over space at an arbitrary time 1; as noted earlier, the
result of the integration is time independent. Here also one could modify the
difficult nonlinear problem by replacing the source of the nonlinearity, the
higher-order term p(p), by p(p0), where 'Pu is the solution of the free equation
that has the same Cauchy data at some fixed time. The resulting Hamiltonian
is no longer time independent, and in general agrees with 11(p) only at the
initial fixed time.

To be sure, as already indicated, the nonlinear (physical, interacting) field
may be asymptotic to the linear ("free") field as the time approaches
This is the idea behind scattering theory, which is well developed in the clas-
sical case, and in which the physically expected temporal asymptotics of the
nonlinear equation has been rigorously established in important cases. But this
relation between an interacting and a free field—intuitively to the effect that
the interaction is diffused after a long time, resulting in a field that is nearly
free—does not rationalize the assumption that the two fields are coincident at
some finite time while the interaction is presumptively taking place. Indeed,
the determination of the difference between the free and interacting fields is
the primary objective of the theory.

It is remarkable that our results at this point represent considerably more
than a first approximation to a putative solution of a nonlinear quantized equa-
tion. They do lead to solutions of local nonlinear wave equations—which.
however, are not the original equations, but fairly close to them. More specif-
ically, instead of solving the equation Dc + p'('p) = 0. one solves thc equa-
tion [Jq, + q'(p) = 0, where q is a polynomial whose leading term coincides
with that of p. but has (in general) different lower order terms. Here q'('p) is
defined by renormalization with respect to the phv.sical vacuum. This is rep-
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resented by the lowest eigenvector of the total Hamiltonian for the interacting
field, whose nonquadratic term takes the form Jq(p)dr.

This development could hardly have been anticipated from the analogy with
the classical case. A classical solution of thc equation Dip + m2p + Rp'(tp1,)
— m2q,0] = 0, where Po is a solution of the linear equation Dip + ni2ip 0
(here m2 = p"(O), and it is assumed that p'(O) = 0), has no reason to satisfy
any equation of the form Dip + q'(ip) = 0, for any polynomial q, or any other
smooth function. This difference between the quantized and the classical Case
can be understood as a consequence of the greater specificity of the quantized
case, in which the fixed-time commutation relations constrain the initial data
much more strongly than in the classical case, in which the data arc arbitrary
functions, apart from being in designated function spaces. This is the same
feature of the quantized case that enables an appropriate definition of powers
of the operator-valued distributions that represent quantized fields, notwith-
standing the lack of an effective definition of powers for classical distributions
of comparable singularity. Thus in certain respects the quantized case is more
coherent, if not acutally simpler, than the formally analogous classical case.
Note also that the vacuum plays a fundamental role in the quantized case, but
has no analog in basic classical theory.

The main additional theory involved in the derivation of the quantized local
nonlinear wave equation cited is functional analytic in character: in conse-
quence it is more succinctly and simply expressed in the following format: let
H be a given complex Hilbert space, let B be a given strictly positive sclfad-
joint operator, and let x be a conjugation on H that commutes with B. We refer
to a vector or subspace that is pointwise invariant under x as real and similarly
for an operator that commutes with x. Let (K, W, 1, v) denote the free boson
field over H, let w = 3W and H0 = äT(B), and set C =

For any real number a, ((D(B1)) will denote the completion of the domain
of Ba with respect to the inner product

x by continuity to these spaces, denoting the extensions also as x.
The subscript x will denote the real subspacc of a given space: e.g., D,,(B") is
the set of all real vectors in D(B1.

The next theorem establishes the differential equation satisfied by the trans-
form of the free field by the unitary group generated by a total Hamiltonian of
the type earlier considered in this chapter. While the differentiability condition
used is adapted to this application, the theorem is more simply expressed in a
general form.

THEOREM 8.8. Let R denote the generated by the W(x). x H,,.

Let V denote a selfadjoini element of the Hubert space L2(R. v) (which will be
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denoted as K'), such that Vande"c L12,,.,)(R, v). LetH denote the closure of
14 + V. And for arbitrary x £ DK(C), let

4(x, t) = e"w(C 'x)e", fl(x, t) = e"w(iCx)r".

Then the following equations hold:

(a/at)(4(x, t)u,, u2) = (I1(x, t)u1, u2);

t)u,, u2) + (+(82x. t)u3, u,)

+(e"V'(x)e-"u3,u2) = 0,

provided

i) x is an element of such that the map

s—+

from R into K'. is differentiable at s = 0 with derivative V'(x); and
ii) the are analytic vectors for H.

PROOF. We define t) = exp(itH0)w(C - 'x) exp( — id!0), and 110(x, t)
= exp( — itH0) for x

LEMMA 8.8.1. If x and if u1 and u2 are arbitrary in D(H0a), then
(433(x. flu3. u2) is a djfferentiable function oft R with derivative flu3,

u2). If in addition x D(C3), then the latter expression is also differentiable
with derivative —(40(B2x, flu3, u2).

PROOF. This follows straightforwardly from results in Chapter 1. 0

LEMMA 8.8.2. If P and Q are selfadjoint operators on K of which Q is
bounded, and if T is an arbitrary bounded linear operator on K. then

e i(f_SMP+Q)dg

PROOF. If Pis bounded, this is a special case of Duhamel's formula, applied
to the perturbation ad(Q) of the operator ad(P) in the Banach space of all
bounded linear operators on K. If P is unbounded, let be a sequence of
bounded selfadjoint operators such that Pd—' P. Then P + Q. and
a limiting argument employing dominated convergence completes the proof.

0
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LEMMA 8.8.3. Let G be an arbitrary bounded linear operator K, and let
u1 and u2 be arbitrary analytic vectors for H. Then

(e"G u2) = (exp(i:H0) G exp( —ilH0)u1, u,)

+ iJ exp(isH0) G cxp( — isH0)J u,)ds.

PRooF. When V is bounded, this follows from Lcmma 8.8.2. For V un-
bounded. take = where {fA} is any sequence of real valued, bounded,
continuous functions on R such that IxI and
replace V by The only question in passing to the limit as n— is with the
integral on the right. To this end, set w1(s) = Then, by earlier
estimates, IIwj(s)Q,, S clIenuIujII, where p and the constant c depend only on the
E > 0 for which the are in D(e"), and so are uniform in s. Applying Höl-
der's inequality to the integrand, and noting that V in Lq, q < x, including
the value of q such that q = pI(p — 2), the requisite domination for appropri—
ate convergence of the right side follows.

LEMMA 8.8.4. For arbitrary analytic vectors u1 and u2 for H,

(e"H(x) e"u1, u2) = (I1,)(t, x)u1, u,)

+ iJ exp(isH0)fl(x)cxp( —isH0)1 u,)ds.

PROOF. This follows by a succession of arguments similar to those used in
the proofs of the preceding lemmas, and details are omitted. D

PROOF OF THEOREM, CONTINUED. For arbitrary E > 0,

E — e""fl(x)e_")u1, u,)

= — lI(x))v1, v,J,

where = By Lemma 8.8.4, the last expression is

—

+ E1if

By Lemma 8.8.1,

— l1()(0,x))v$,v2)—. — (40(B2x)v1,v2).
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Since (et(r 1W11 v, cxp(isH(,)fl(x)cxp( — c—'' IWV1, v2) is a jointly con-
tinuous function of c and s,

'if; V, cxp(isH0)fl(x)exp( —

—+ — (V'(x)v1, v2).

It follows that (a/at) (l1(x. :)u,, u2) exists and equals

— (4,0(B2x)v,, v2) — (V'(x)v,, v2)

= — (4(:, B2x)u,, u2)) — (e"V'(x)e""u,, u2)

Finally, noting that the Hu, arc again analytic vectors for H, and using the fact
that every analytic vector for H is in the domains of and V. and similar
arguments to the foregoing,

(a/at) x)u,, u2) = (fl(t, x)u,. u2). 0

As yet in this section, x) and 4)(z,x) were treated only for suitably
regular x so that x) and 4(t. x) arc generalized and not strict func-
tions on space. They may be extended to actual point functions, at the cost of
using—in place of densely defined operators—generalized operators, formu-
lated as sesquilinear forms on a dense domain in Hilbcrt space.

The following notational conventions will be used in the treatment here of
sesquilinear forms: if B is a given such form with domain L in the Hilbert
space K, the value of B on the given ordered pair of vectors u, u' in L will be
denoted as (Bu, u'). lfP and Qare operators in K of which P is bounded while
Q and Q* arc defined on L, then (IP, QJu, u') will denote (Qu, P*u') — (Pu,
Q*u'). We recall that D.AB) denotes the union of the D(Bk) fork = 1,2,

,with the topology on D_.AB) of convergence in (D(B for some k, this
space is denoted as (D_JB)).

For the free equation the extension is straightforward.

LEMMA 8.8.5. The sesquilinearforms x)u1, and x)u,, 112) (U1

extend (and uniquely so)from the earliergiven domain
for x to thi' domain (D-

PROOF. This is by recursion from the relations

x)u1. u.) = (IiH. x)lu,, u7)

(4(,(t, u2) = (IiFI(, x)u,, uj).

Thus (fl0(t,x)u,, u2). originally defined only for x D(C), is bounded by c

11C '4 + 11(1 + 11)14211, and so extends in a unique continuous fashion
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to Similarly, (40(t,x)u1, a2) extends in a unique continuous fashion
fi-omx ton (D(C3)). The original relations remain valid for these
extensions, and the argument just made may be iterated indefinitely, leading
to the stated conclusion. 0

For the perturbed equation, the argument requires some features of the per.
turbation theory developed earlier.

LEMMA 8.8.6. Let N denote the domain of all entire vectors for H, in its
natural topology. Then the sesquilinear forms (4(t, x)u,, u2) (X (DX(C - 1)))

and (I1(t, x)u1, a7) (x (DJC)), a1, u2 N) extend continuously (and uniquely
so) from the given domainsforx to the domains 3)) and (DM(C - ')); and

(8/Bt) (4i(t,x)u1, a2) = (fl(t,x)u1, a2).

PROOF. By theargument used in Chapter 7, for arbitrary z D(B),

IIw(z)uII S c ILzII 11(1 +

whence lIw(z)(l + cIIzII lull. Taking adjoints. it follows that
1(/ + S cllzll lull. Noting that for a' D,(110),

w(iBz)u' i w(zflu',

it follows that

(I + H0) 'w(iBz) (I + H0)'u' = liw(z)(! + He)' — i(I + H0)'w(z)lu'.

Taking norms on both sides, it results that

11(1 + 'w(iBz) (1 + H0) S c lIzIl,

from which it follows in turn that if a1, a2 D(H)0) and z is arbitrary in II. then

l(w(z)u1, u7)I S c 118— 'zIl 11(1 + H,,)u,II 11(1 + H,ju,ll.

Finally, note that if a is entire for H, then by Corollary 8.5. 1 llH,,ull C

for some s > 0. The extension claimed in the lemma follows, and the
proof of the final equation is left as an exercise. 0

The last equation obtained in Theorem 8.8 is not a local differential equa-
tion in time or in space. Thus, the "source" term (e"V'(x)r"u,. a2) is in no
effective sense a function of the Cauchy data for the "interacting" field 4U.
t) at time t. A truly local differential equation in time is rather of the general
form dv/dt = F(v, t), where F(', t) is a well-defined function from the space }'
in which y(t) lies. The equation is thus not yet in a form that is satisfactory
from a foundational view, according to which the central problem of quantum
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field theory is in the solution of a local nonlinear quantized partial differential
equation. Indeed, besides locality in time, locality in space is also required.
That is, the spatial support of F(y. t), where y is any given vector in Y, should
be essentially contained in that of y.

As noted earlier, there is no a priori physical reason for the putative physical
(interacting) field to resemble the free field at a finite time, apart from such
general features as their common satisfaction of the Weyl relations. But it is
nevertheless the case that the field 4(x, t) defined by Theorem 8.8. with V
taking as as earlier, may satisfy a local nonlinear wave equation, the
renormalization of nonlinear terms being with respect to the physical vacuum.
This is the case in two space-time dimensions, with the usual relativistic en-
ergy-momentum relation, i.e., B = (m2 — In higher dimensions, it
seems unlikely that if solutions exist to analogous wave equations, the corre-
sponding Weyl system at a fixed time is unitarily equivalent to that of a free
field. We state the two-dimensional result only in the case of the space S'; a
slightly more complicated statement applies to the case of R with a spatial
cutoff, in extension of Corollary 8.7.2. Moreover, 5' is the simplest prototype
for the space 53 that is important for the treatment of conformally invariant
fields in four-dimensional space-time.

Before stating the existence theorem for quantized nonlinear fields in two
space-time dimensions, it is necessary to state precisely what is meant by the
term "solution," since the interpretation of this term is one of the key math-
ematical issues in the treatment of quantized equations. In order to free the
concept of solution from any appearance of dependence on the dimensionality
or special structure of space-time, and for potential general application, we
treat the case in which space is represented by a complete Riemannian mani-
fold S. We use the canonical measure in S that derives from the assumed Ric-
mannian structure, and denote the usual inner product in L2(S) as (f g) =

S f(x)g(x)dr. The Laplacian on 5, in its usual selfadjoint formulation, will be
denoted as A, and the wave operator on R x 5, — A, will be denoted as

DEFINiTIoN. Let S be a given complete Riemannian manifold. Let p be a
given real polynomial. Let h be a given real function on S. Let c R be such
that ci — A > for some E > 0. A solution of the quantized nonlinear
equation

LJip+cp+hp'(q)=O (8.1)

is the following mathematical structure:
1) a multiplicative dual couple (M, N, A), where each of M and N is dense

in L2(S, R), h N, and
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= (f2,g1) —

2) a Weyl system (K, W) over (M, N, A);
3) a nonnegative selfadjoint operator H in K;
4) a unit vector v in K such that Hv = 0;
5) a renormalized power system for the grounded Weyl pair (U, V, K, v),

where U(f) = W(C'f) and V(g) = W(iCg),fe M, g N, and C =
(ci — and

6) functions 4( t,f) and fl(t, g), from M x R and N x R respectively to
selfadjoint operators in K, having thc following properties:

i)4)(:,f) = w(Chf)e fl(z,g) =

3W; and
ii) for any entire vector u forH andf€ D(C3)flM,

(t3/3t)4(z,f)u = EI(:,f)u;

1(3/31)2 4,(r,f) + + = 0,

where here 4),,.(',:) refers to the renormaiized power system for (U(•, t),
V(•, r), K, v), which are defined by the equations U(', i) =
V(•, t) = whose existence follows from the fact that =
V.

In order to treat locality of quantized equations, we introduce the following
notation: for any open subset Z of S and 1 > 0. let R(Z. 1) denote the domain
of dependence, at time t, for the classical Klein-Gordon equation on R x S.
of Z. The quantized equation (8.1) is local if: a) it is soluble and remains
soluble when h is replaced by uk for an arbitrary function k on S; b) for any
neighborhood Z of the support of an arbitrary given vectorf€ M, ff(x)h(x)k(x)

is affiliated with the generated by the expfi4(f3)] for
those in M that are supported by Z; and c) for arbitraryf and g in M and N
supported by the given open subsetZ of S, and t> 0, 4(:,f) and 11(1, g) arc
affiliated with the W-algebras generated by the U(f1) and V(g1), whcrcf1 and
g1 are in M and N and supported by an arbitrary neighborhood of R(Z, 1).

It should be noted that in the definitions there is no reference to the free field
or to any other specific field. The representation of the Weyl relations has at
no time an a priori restriction. Moreover, the underlying vacuum is not given
a priori, either at a finite time, or at a limiting time such as ± as in the
scattering theory. The imposition of such restrictions, with whatever degree
of physical plausibility, can only serve to overdetermine the equation, from a
general mathematical standpoint, and may well result in the nonexistence of
solutions.
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In these terms we may describe the results earlier attained on nonlinear
equations in two-dimensional space-time as

COROLLARY 8.8.1. Let S = R or S' and let M and N denote the spaces of
all real on S. Then,for any given nonnegative
function h In N, and for given real polynomial p thai is bounded below, there
exists a polynomial q having the same leading term as p such that equation
8.1 is soluble. The equation and its solution are local and the temporal evo-
lution defined by the equation is causal in the sense of Section 8.7.

Again there is no reference to the free field, which now appears only as an
instrument that is useful in two space-time dimension as a first approximation
to the local interacting field described by Corollary 8.8.1. It appears unlikely
to serve effectively as such in higher dimensions.

EXAMPLE 8.2. Let S S1, let p(x) = ¼gx4, and let t) denote the free
Klein-Gordon quantized field with mass m; let (K, W, 1, v) denote the free
boson field over the Hubert space H of normalizable classical Klein-Gordon
wave functions. Let N(, denote the operation of rcnormalization with respect
to the free vacuum v, and let V = fN01(4)(0, x)4]dx. Let denote the Ham-
iltonian for the free field, and let H denote the closure of H has

a unique ground state u, within proportionality. Let E denote the expectation
functional corresponding to u, and let E() denote that corresponding to v. By
Corollary 8.3.1, N01(4)(0, x)41 may be expressed as follows in terms of the
NR4(0,x)'J, where we use distribution-type notation:

N014(0,x)41 = N14(0,x)4] + +

+ + k4,

where k1(x) = E(N(14(0, x)'D.
If denotes the classical transformation 4(x + y, t), then

transforms 4(0, x) into 4(0, x + y), V therefore commutes with F'(Tj for ar-

bitrary y e S. it follows in turn that H also commutes with the whence,
by the unicity of u, E is invariant under the indicated action of the T(TJ on
the expectation value functionals. Accordingly, the functions k(x) are invari-
ant under translations on S, and so are constants.

Furthermore, transformation by F'( — I) carries 4)(0, x) and 11(0. x) into
their negatives, and therefore leaves V invariant. and, hence, H are simi-
larly invariant, whence E is invariant also under the induced action of 1)

on expectation value functions. It follows that k, = 0 if j is odd, so that we
have simply = + + k4. From this
it follows in turn that x) satisfies the differential equation
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(3/&)24) + (m2 + 82)4) + g N(4)3) = 0

as an operator equation on the dense domain of all entire vectors for H. More
specifically, N(4)(r, x)4) is defined relative to the r.p.s. at time t indicated ear-
11cr, with time-independent ground state vector u. At each time 1, N is a local
function as regards space, which is explicitly definable in accordance with
Section 8.7. Note that N0(4)(:, x)') is well defined via Section 8.3, and is quitc
distinct from both N0(4)0(i,x)4) and e"N0(4)0(0,x)4)e".

LEXICON. The definition of a solution to a quantized equation given previ-
ously embodies the following elements from a physical standpoint: parts (1)
and (2) embody the canonical commutation relations at a fixed time: (3) is to
the effect that there is a Hamiltonian; (4)is to the effect that the Hamiltonian
has a normalizable lowest eigenvector; (5) is the existence of suitably defined
powers :4)(t, x)":, when renormalized relative to the physical vacuum de-
scribed in (4); (6i) is to the effect that the temporal evolution of the field 4)
and its first time derivative II is generated by the Hamiltonian of(3); and (óii)
is the underlying wave equation in an analytically controlled form.

The local character of the equation assures that the nonlinear term that
drives the solution is in fact a local function of the unknown field, in spacc. at
any given time. That the equation is local in time is automatic from its form,
i.e., the nonlinear term at time I depends only on the field at time 1. The lo-
cality of the solution implies that the field value at relatively spacelike points
commute, irrespective of a possible difference in time. The causality of the
equation confirms that one of the essential motivations of local field theory is
embodied in a strong form.

The difference between p and q represents "counter terms" that arc not
negligible, and that cannot simply be discarded. The dependence of the coef-
ficients of q on those of p is smooth but complex, and a nonperturbative class
of polynomials that are possible q's is not explicitly known. Both this problem
and the treatment of solutions in higher dimensions appear to depend on the
development of a class of grounded Weyl systems that is closer to the putative
interacting field than the free field.

Problems

1. Let q denote the free quantized Klein-Gordon field in two-dimensional
Minkowski space, and let denote the Hamiltonian of the field. Let p be an
arbitrary real polynomial on R. and demonstrate that the operation T — IT.
JR :p(p(O. x)):drj can be interpreted as a densely defined derivation of the
space-finite Weyl algebra. Does JR :p(p(O, x)):dx exist as a form on (D. (H0))?
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2. Show that for the free quantized Klein-Gordon field over R x 5, +
V(g), where S is the n-torus, V(g) = :4(O, g,)2:dx, and denotes the free
Hamiltonian, remains uniformly bounded below as g (assumed nonnegative,
even, and of Fourier coefficients bounded by 1) tends to b only if n = 1.

3. In the context of Problem 2, show that the L2 norm of exp( — V) tends in
1.

4. Letp(x, y) denote a real polynomial in the two real variables x andy that
is bounded below. Let 4) and 4) denote two independent free quantized Klein-
Gordon fields on R x of free Hamiltonians and on Hubert spaces
K and K'. Define V = :p(4)(O, x), 4i(O, x)):dr in extension of the analysis
in Chapter 8 and show its essential selfadjointncss on where is the
closure of H0 x I + I x Show also that + V is essentially selfadjoint,
and derive the other basic results of Chapter 8 (unique vacuum vector, local
differential equations of motion, etc.).

5. Treat the case of a selfinteracting scalar field in Minkowski space of
arbitrary dimension, with a "momentum cutoff." This means that in place of
the interaction Hamiltonian V = f:p(p(O, x)):f(x)dx, one uses the interaction
Hamiltonian V(g) = f:p(p(O, where g is a smooth function. (Either
introduce a spatial cutoff, to be removed later, or use "periodic boundary
conditions," i.e., replace by n-torus.) Show the existence of a unique phys-
ical vacuum for a selfadjoint total Hamiltonian, and renormalized equations
of motion that are local in time, but nonlocal in space.

6. With the notation of Theorem 8.7, show that ifS is a product of intervals,
then (R(S))' = R(S'), where 5r is the complement of S. (Cf. Araki, 1963.)

7. Show that the only vectors in the space K for the quantized Klein-Gordon
field over Minkowski space that are invariant under the induced action of spa-
tial translation are proportional to v. (This indicates that a spatial-translation
invariant interacting field cannot have a normalizable vacuum vector in the
free field representation, and is referred to as Haag's theorem.) Show also that
there are no trace-class density operators on K that arc invariant under the
induced action of spatial translations.

8. Let and be two sequences of mutually strongly commutative
operators in a Hubert space M. Show that there exists a Weyl system (K,W)
over the pre-Hilbert sequence space (of all finite sequences with

= such that x + x is essentially selfad-
joint on M X K, where = = (Cf. Segal, 1960.)

9. For the nonlinear wave equation — + l)ç + p'(p) = 0 on M =
R x where p is a given real polynomial, the energy may be expressed as

H(tp) = (2T)-1J + + + p(ç)Jdxdi

(with the usual measure on 53)• Let p denote the quantized free field for the
equation — + l)p = 0. Show that H(p). when interpreted in accor-
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dance with Wick products, is an operator if T = ,t, and is in fact essentially
selfadjoint on where is the free Hamiltonian. (Hint: show that ç is
periodic in time with period and use Poulsen's theorem. ICf. Pancitz and
Segal, 1983.1.)

10. Show that the full Poincard group, and not merely time evolution and
spatial transformations, acts as of the space-finite Weyl
algebra, for the quantized scalar field that coincides with the free Klein-Gor-
don field in two-dimensional Minkowski space at time 0, and + f:p(p(o,
x):dr, where p is a nonnegative polynomial as symbolic Hamiltonian. in-
terpreted rigorously as in Corollary 8.7.2. (This shows the relativistic covarj-
ance of the associated nonlinear field. (Cf. Klein, 1973; Cannon and Jaffe,
1970.])

11. a) In the real wave representation of the free boson field over the Hubert
space H, show that (where N is the number of particles) is bounded from
4(H,,) to Lq(Hx), where x is the relevant conjugation, if and only if it is a
contraction from the former to the latter.

b) Show more specifically that the boundedness holds if and only if q —
(p — 1)e2'. (Cf. Nelson, l973b; Gross, 1975.)
12. a) In the complex wave representation of the free boson field over H,

show that is a contraction from to ALq(H) if q pe" for a suitable
constant c. Here denote the space of all antientire functions F on H for
which the norm

=

is finite, where the supremum is taken over all finite-dimensional subspaccs of
H.

b) Show more specifically that if e_1N is bounded from the one space to the
other, then it is a contraction, and the boundedness holds if and only if q
pc2'. (The results of Prob. 12 are due to Z. Thou.)

13. Show that in the context of Theorem 8.8 that if p is an even polynomial,
and V = x)):dx then the physical vacuum expectation values of

vanish for all odd ii.
14. Show in the casep(x) = ax4 + bx2 (a > 0) that the rcnornializcd poly-

nomial q(x) = ax4 + b'x2 + c for suitable b' and c.
15. In Problem 14. show that c is a function of the original mass in and

of the constants a and b.

Bibliographical Notes on Chapter 8

The construction of nonlinear quantized fields along the present lines was
initiated by Segal (1967), where the nonlinear Weyl relations in rigorous form



250 Chapter 8

and the effective independence from spatial cutoffs on the interaction were
first treated. The use of the 4-scale in the real wave representation for the
analysis of the free and interaction semigroups was introduced by Segal
(1969c).

The semiboundedness of the Hamiltonian for the model on 5' in which the
free field is substituted into the nonlinear expression for the interaction Ham.
iltonian was first indicated by Nelson (1966). This analysis was based on study
of the analytic continuation from real to pure imaginary times, and is corre-
spondingly known as the euclidean approach, in distinction from the directly
physical (or Lorenizian) approach. A starting point was the observation that
the one-dimensional harmonic oscillator semigroup carries L2(R, g) into

g) with p> 2 if: is sufficiently large. Glimm (1968) showed that
was a contraction from the former to the latter space for sufficiently large:,
and Segal (l969c; 1970d) established the analogous result in infinitely many
dimensions.

The real-time approach used here may be more adaptable to general types
of fields, and follows Segal (1970d, 1971). A summary of the basic results
and ideas for the proofs was given by Segal (1967; 1969b. c). Both approaches
involve properties of where V is the interaction Hamiltonian, which were
first established by Nelson (1966). Rcnormalization with respect to the phys-
ical rather than free vacuum, and the establishment of fully local equations of
motion for the interacting quantized field, were developed by Segal (1971).

The euclidcan approach has been extensively treated, notably by Nelson
(1972; 1973a, b). Relevant to both approaches arc studies of Gross (1972;
1973; 1974; 1975a,b).



Appendix A. Principal Notations

A point of space-time, also denoted (1, x), where t is the time
and x is the corresponding point of space.

x I) A point of space. 2) A vector in a vector space.
Minkowski space.

(x0,x1 The coordinates of the point X in (n + 1)-dimensional Mm-
kowski space.

L* The dual of the topological vector space L.
The antidual of the topological vector space L.

H A complex Hubert space.
(x, y) The inner product of two vectors x and y in a l-lilbcrt space

(linear in x and antilinear in y).
A conjugation on H.
The real-linear subspace of H consisting of all vectors left
invariant by x.
H as a real Hubert space, i.e., disregarding its complex struc-
ture, with the inner product (x, y)' = Re((x, y)).

K The Hilbert space of the free field over the single-particle
space H.

ç(X). A classical field, evaluated at the point X.
p(X) A quantized field, evaluated at the point X (boldface letters

are used for quantized fields).
4(t, f) The weighted space integral of the field p. at the time:, with

weight function f. Formally, 4(i, f) = ço(:. x)f(x) dx,
where S is space. f) is denoted as

•(f) The weighted space-time integral of the field p with weight
function f. Formally, fMp(X)f(X)dX. where M is
space-time.

v The vacuum vector in K.
The unitary operator on the free field space K corresponding
to the unitary operator U on the single-particle space H.

C(z) The creation operator in K for the state vector: in the single-
particle space H.

C(z)* The annihilation operator in K for the state vector: e H.
cf)(z) The hermitian field operator V'2- '(C(:) + C(:)* for the state

vector: H.
W(z) The Weyl operator exp(i4(:)) on K for the vector: in H.

13 — id, where d is the usual differential. (Example: ar(A) is the
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free field Hamiltonian corresponding to the single-particle
Hamiltonian A.)

N The total particle number, äT(I) (unless otherwise indicated).
The isonormal probability distribution of covuriance operator
C and mean 0.

GL(L) The group of all invertible continuous linear transformations
on the topological vector space L.

(L, F) A topological vector space L together with a nondegenerate
bilinear form F on L.

Sp(L, A) The symplectic group over (L, A), where A is antisymmetric,
consisting of all transformations Tin GL(L) leaving A invari-
ant.

O(L, S) The orthogonal group over (L, 3), where S is symmetric, con-
sisting of all transformations T in GL(L) leaving S invariant.

B(H) The algebra of all bounded operators on the Hilbert space H.
A' For any subset A of B(H), the set of all bounded operators in

B(H) that commute with every operator in A.
The adjoint of the operator T.

L,,(M, L) For any measure space M and Banach space L (both assumed
separable), the space of all strongly measurable functions f
from M to L for which the norm

if II,, = <

v) For any abelian A and vector v, the space of all
closed operators T affiliated with A such that v E D(ITIPI2),

with the norm 11Th,, = (lTlhhl2v, where ITI is the self-
adjoint component ofT in its polar decomposition.
If H' is a real Hilbert space, the space ge), where usu-
ally C = I, defined by completion of the real polynomials
over H'.

L, For any real interval I C II, ooJ, fl,,, L,, with the topology of
convergence in each L,,.

L,,,,(M) The Sobolev space of all functions in L,, together with their
first r derivatives, on the manifold M.

D(T) The domain of the operator T.
(D(T)) The domain of the operator T in a Hubert space, as a pit-

Hilbert space with respect to the inner product (x. Y)T =
(Tx,Ty).

((D(T))) The completion of (D(T)) (or (D(T)) if already complete).
D,1(T) The set of all vectors in the domain of T" for all n = I,

The set in the sequential topology of convergence in
every pre-Hilbert space
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The antidual of D,,(T).
(D_,,(T)) D_,,(T) in the sequential topology of convergence in some

(D(T'9), where m may be negative (for invertible T).
The direct sum (of vector spaces or of Hilbert spaces).
The tensor, or direct, product (of vector spaces, operators).

I Complex conjugate of the functionf.
f('r) r-fold convolution of the functionf with itself.

The space of all C" functions of compact support on the man-
ifold M.
The (nonpositive) Laplacian on the Riemannian manifold M.

0 The wave operator — on R x M, M as under
0 Empty set.
W Wiener space, normally the set of all real continuous func-

tions on 10, 1] vanishing at 0.
{x: P} The set of all elements x satisfying condition P.
R Thesetofall real numbers.
C The set of all complex numbers.



Appendix B. Universal Fields and

the Quantization of Wave Equations

There are four main points in the subsumption of all types of boson or fer-
mion fields under the universal fields over an abstract Hilbert space.

1) There is a mutual correspondence between covariant wave equations and
irreducible unitary representations of an underlying symmetry group G.

2) For each type of field there is a covariant mapping T from the space of
test functions appropriate to the field into a dense subset of Hilbert space H.

3) T carries the commutator (rcsp. anticommutator) into the imaginary
(resp. real) part of the inner product in H.

4) In consequence, the quantization of a given wave equation is effectively
equivalent to the quantization of a given unitary group representation in Hil-
bert space (or some variant thereof, such as a symplectic or orthogonal repre-
sentation). This latter quantization is simply a specialization of the quantiza-
tion for the full unitary group on Hubert space, and so is universal, i.e., the
same for all wave equations.

To exemplify these points, we consider the case in which G is the Poincaré
(i.e., 'Inhomogeneous Lorentz") group, acting on Minkowski space M0.
Mathematically, this is the pseudo-euclidean group for the four-dimensional
real vector space with fundamental quadratic form

4 — — —

where the are suitable coordinates, of which X( is called the "time." A
unitary representation of G is a continuous mapping g U(g) from G to uni-
tary operators on a complex Hilbert space H that preserves the group opera-
tions: U(ab) = U(a)U(b) for arbitrary a. b in G. The simplest nontrivial irre-
ducible unitary representation U of G that has positive energy (meaning that
the selfadjoint generator of the one-parameter unitary group 1) is

positive) is that associated with the Klein-Gordon equation (or physically
speaking. neutral scalar fields). This is the equation

[]cp+m2p=O (ni>O).

This is a slight variant of the classical wave equation that is readily solved.
For example, iff(x) and g(x) are arbitrary functions of the space variable x

(x1, x2, x1), there is a unique solution p of equation (*) with the Cauchy
dataf and g at time 0: p(O, x) = f(x). iI,cp(0, x) = g(x). This solution p is



Universal Fields and Wave Equations 255

and has compact support in space at all times. The set of all such solutions
is G-invariant, where G operates as follows:

U(g):ç(X) = p(g'(X)) (X = (x0,x1,x2,x3).

An important aspect of this situation is that the space H0 admits continuous
symplectic and quadratic forms that arc invariant under G and unique (within
multiplication by a constant). The symplectic form A is local, taking the form
of an integral over space.

W) = fI'qi(a,p) —

The orthogonal form is nonlocal, taking the following form:

S(p,q) = + (Ccp)2]dr,

where C = (m2 — The form A is closely related to the commutator form
for the quantized Klein-Gordon equation, and the form S to the two-point
function. Together they determine a unique complex Hilbert space H, by ap-
propriate introduction of the action of the complex unit i, characterized as a
transformation on H0 (which maps Ho, outside of itself but into its completion
with respect to the form 5) such that P = —I, and S(p, ii,) = A(iop, (ln
terms of the Fourier transform of p. i simply multiplies the positive-frequency
component by the complex number i and the negative-frequency component
by the complex number — i; but the Fourier transform approach doesn't work
in general space-time and appears less directly physical.)

The upshot is a unitary representation U of G in the completion H of Hi,, H
is the space of normalizable solutions of the Klein-Gordon equation. Con-
versely, as shown in the classical work of Wigner (1939) (cf. Mackey, 1963),
every unitary positive-energy representation of the Poincaré group arises in a
similar way. from some invariant wave equation.

Turning now to (2), a familiar formulation of the notion of quantum field is
as an operator-valued distribution on space-time. In this approach. corre-
sponding to any function Ii on space-time. there should be an operator 4(h)
on the quantum field Hilbert space K, satisfying the underlying wave equation
and appropriate commutation relations. In the universal field over the Hilbert
space H, there is available an essentially unique mapping 4)0(x) that is defined
for all vectors x in H. To derive a mapping 4) in the present particular case
from the universal mapping 4),,. what is needed is an appropriate mapping T
from over space-time into H: the definition 4)(h) = 4)0(Th) then applies.
To preserve relativistic invariance, the mapping T must be covai-iant. i.e..
intertwine the respective actions of G: TU,,(g) = U(g)T, where U0(g) denotes
the action of g on which happens to be formally identical to the action
of U(g), i.e., U0(g): h(X) h(g '(X)), where X is arbitrary in M0.
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This mapping T is not entirely unique, but different choices for T lead to
quantizations that are unitarily equivalent, and thereby physically indistin-
guishable. The technically most succinct procedure is to use Fourier analysis,
and restrict the Fourier transform of h to the "mass hyperboloid" K2 = m2,

obtaining the Fourier transform of a function c.p in H, which can now be de-
fined as Th. More generally applicable is a partial differential equation ap-
proach, using the fundamental singular functions associated with the wave
equation. A simple local formulation uses the commutator function (more ex-
actly, distribution) D, defined as the solution of equation (*) with the Cauchy
data p(O, x) = 0. ä,ç(0, x) = 6(x). The mapping T

h(X) —' I D(X - Y)h(Y)d4Y,

is then a covariant map from C(M0) into a dense subset of H. Since the quan-
tized Klein-Gordon field satisfies the Klein-Gordon equation, nothing material
to this field is lost in this procedure, and some redundancy in the labeling of
field variables is eliminated, by discarding components of the test functions
that arc "off the mass shell," and so give vanishing contributions to the field
operators.

In particular, the commutator N)(h), 4,(k)] = if h(K)k(Y)D(X — Y)dXdY
may equally be expressed as iA(Th, Tk) in terms of the imaginary part of the
inner product in H. The two-point function of the quantized field is similarly
expressible by the real part of the inner product. The underlying differential
equation for the quantized field q may be expressed as

4((D + m2)h) = 0

after multiplication by the arbitrary function h in followed by integra-
tion. This follows from the fact that

T(EJ + m2)h = (EJ + m2)Th = 0

since 0 commutes with convolutions and Th satisfies the Klein-Gordon equa-
tion.

Thus the quantization of the Klein-Gordon equation is derivable from a type
of quantization of the associated unitary group representation. But the latter
quantization is just the restriction to the Poincaré group of the corresponding
quantization of the full unitary group U(H) on the Hubert space H. This quan-
tization carries an arbitrary unitary operator V on H into a unitary operator
flY) on the quantized field Hilbert space K. The quantization for the Klein-
Gordon case is obtained simply by substituting U(g) for V. Since all Hilbert
spaces of a given dimension arc unitarily equivalent, there is essentially just
one universal quantization, for each type of statistics, Bose or Fermi.

It is a considerable clarification and economy to reduce the quantization of
wave equations in this way to the treatment of the universal boson and fermion
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fields over a Hubert space. This reduction applies irrespective of the covari-
ance group, the underlying space-time, or the transformation properties of the
underlying fields, as long as there is, as is typical, a canonical invariant com-
plex inner product on the solution manifold of the wave equation in question.
For groups such as the or conformal groups, the solution manifold is
normally irreducible, and the essential unicity of the mapping T from the space
of test functions to the solution manifold of the wave equation follows by
group-theoretical considerations. But even when the group is only a one-pa-
rameter temporal evolution group, essential unicity may be deduced from sta-
bility, or positive-energy, considerations. Thus, for the (real) equation +
V(x)p = 0, where V(x) is a given bounded nonnegative function on space,
there is a unique temporally invariant positive-energy (complex) Hubert space
structure on the solution manifold, and quantization is again reducible to the
universal boson field treated in Chapter 1. This follows from a variant of the
universal theory in which the infinite-dimensional symplectic group takes over
the role of the unitary group on a Hilbert space.

For detailed treatment of the quantization of specific wave equations, see
Chapter 6 and also some of the earlier lexicons and problems. For nonlinear
functions of specific quantum fields, including generalized Wick products, see
Chapters 7 and 8.
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ADJOINT. if T is a densely defined operator in the Hubert space H, its ad-
joint P is defined as follows: a vector y is in the domain D of P if and only
if there exists a vector y' in H such that (Tx, y) = (x, y') for all vectors x in
the domain of T. For any such vectory, Py is defined as y'.

This defines P uniquely, but there is nothing to keep 7' from having a
domain that is vacuous, apart from the vector 0. But, in case P is densely
defined, its adjoint is an extension (q.v.) of T. The adjointofan operator
is always closed (q.v.), and T55 (when it exists) is the minimal closed exten-
sion of T, meaning that any closed operator that extends T also extends
Conversely, if T is densely defined and has a closed extension, then P is
densely defined.

Note that just because (Ti, y) = (x, Sy) for two densely defined operators S
and T, for x in the domain ofT and y in the domain of 5, S doesn't need to be
the adjoint of T, even if closed, but only extended by P.

ADJUNCTION OPERATION. An operation, usually denoted5, on a complex
associative algebra R, with the following properties: (A +B)5 = A5 +B5,

= fi*,4*, (cA)5 = z A, and A55 = A, for arbitrary A, B in R and
complex number c.

AVnL1AT10N. An unbounded or partially defined operator A is said to be
affiliated with a R in case it commutes with all unitary operators
in the commutor R' (q.v.) of R, When A is selfadjoint or normal, this is equiv-
alent to the condition that every spectral projection of A be in R. When R is
abelian, any densely defined operator that is affiliated with it is automatically
essentially normal (i.e., has normal closure); in particular, if hermitian it is
automatically essentially selfadjoint.

ANALYTIC VECTOR. See REGULAR VECTOR.

BANAnI ALGEBRA. This is a Banach space B that is also an algebra. with
the property that NI ILvil for arbitrary x and y in B.

BANACII SPACE. This is a vector space 1. together with a norm NI for vec-

tors x in L, that is "complete," in the sense that if is a (Cauchy) sequence
such that 1k — 0 as m, n then there exists a vectorx in L such
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that 1k 0 as n —. A Banach space is a particular type of topological
vector space in which convergence of a sequence to a vector x is defined
to mean that 1k — x,JI —i 0. The are Banach spaces.

BOREL FUNCTION. Let B be the smallest class of functions on that con-
tains all polynomials and has the property that B (x) for all
x, thenf€ B. A function in B is called a Borel function.

BOREL SET. A Borel subset of a topological space X is one that is in the
smallest a-ring (q.v.) containing all open subsets of X. Its characteristic func-
tion is Borel.

A concrete is an algebra of bounded operators on
a complex Hilbert space H having the property that it is closed in the uniform
topology and under the adjunction operation Unlike Ce-al-
gebras can be characterized purely algebraically, leading to the concept of an
abstract This is a complex Banach algebra. having an adjunction
operation * such that hAil = IiA*iI and IIAA*11 = hAil IIA*hI. Any abstract C-
algebra is isomorphic to some concrete which, however, is in
general not at all unique spatially, in that if two concrete are al-
gebraically *-isomorphic (meaning that the *'s correspond as well as the usual
algebraic operations), they are in general not at all unizarily equivalent (al-
though the norms hAD automatically correspond). Whereas the fruitful equiv-
alence relation for is primarily that of unitary equivalence (and
so is spatial), that for is primarily isomorphism. The
sclfadjoint elements of a turn out to be a natural and effective
model for the conceptual observables of a physical system, in such a way that
*-algebraically isomorphic correspond to physically equivalent
systems. In particular, the concept of state of a physical system is conveniently
expressible in terms of and is also important in the mathematical
theory of (Cf. Segal. 1963. chap. 1.)

CAUCHY PROBLEM. The Cauchy problem (also known as the initial value
problem) is the solution of an evolutionary differential equation. e.g., the ab-
stract equation u'(t) = Au(t) + K(u(i)) where A is linear and K is nonlinear,
given the solution at a fixed time, as uU0) = Duhamel'sprincipk provides
a corresponding integral equation that incorporates the initial condition and
provides a slightly more tractable and physically appropriate problem than the
literal differential equation.

CLIFFORD ALGEBRA. If Q is a nondegenerate quadratic form on a linear vec-
tor space L, the Clifford algebra C over (L. Q) is the algebra generated by L
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and a unit e (e2 = e and e commutes with all vectors in L) subject only to the
relations x2 = Q(x, x)e, for arbitrary x in L. In principle, the field of scalars
applicable to L is arbitrary, but only the case of real scalars in L, together,
however, with complex coefficients for the algebra C, is used here. If L has a
finite basis e1, e2,... then C has dimension and is spanned bye together
with the e,1 C, with <'2 <'< i,. When n is even, C is isomorphic to
the algebra of all m X m complex matrices, where m = When Q is

positive definite, there is an adjunction operation * on C that is uniquely de-
termined by the condition that x = x for all x in L. The definition of Clifford
algebra does not require that I be finite-dimensional, and if L is infinite-di-
mensional and Q is positive-definite, the corresponding Clifford algebra is
dense in the trace-endowed infinite-dimensional analog of a complete matrix
algebra discovered by von Neumann, known as the approximately finite
factor.

CLOSED OPERATOR. An operator T in a Banach space H is closed in case
whenever is a convergent sequence of vectors in the domain D of T such
that the sequence is also convergent, then the limit x of is also in D,
and Tx is the limit of

CLOSURE. A linear operator Tin a Banach space B has a closure Tprovided
it has a closed extension (q.v.). Equivalently, it has a closure if and only if the
closure G(T) of its graph G(T) is single-valued, in which case G(T) is the graph
of T. The graph of T is defined as the subset of the topological direct sum

consisting of all vectors of the form with x in the domain ofT.

COMMUTOR. The commutor (also known as commutant) of a set S of contin-
uous linear operators on a topological vector space L is the set (denoted 5') of
all such operators on L that commute with every operator in S.

COMPACT OPERATOR. An operator on a Banach space is compact if it carries
the unit ball into a set whose closure is compact. In an infinite-dimensional
separable Hilbert space H, a sclfadjoint operator T is compact if and only if H
has an orthonormal basis such that = where X,, 0 as n

COMPLEX STRUCTURE. A complex structure in a real topological vector
space L is a continuous linear transformation J on I such that P = — I, where
I denotes the identity on L. If (L, A) is a symplectic space (q.v.), J is called
symplectic in case A(Jx, Jy) = A(x, y) for all x, y L: and is called positive in
case A(Jx, x) � 0 for all x L. A positive symplectic complex structure in L
gives rise to a complex pre-Hilbert structure in L in which (a + ib)x is defined
as ax + bix for arbitrary real a and b, and (x, y) is defined as A(Jx, y) +
iA(x,y). Similarly in the case of an orthogonal space.
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CoNFoRMAL GROUP. Every one-to-one transformation of Minkowski space
M0 onto itself that preserves causality is in the group apart from a
scale transformation when the space dimension n> 1. However, there exist
local transformations in a neighborhood of any point in M0 that are one-to-one
and preserve causality inside the neighborhood, but typically cannot be ex-
tended to all of M0 (without mapping M0 outside of itself). These are the
conformal transformations. They are also definable as the transformations pre-
serving the conformal structure associated with the Lorentz (or pseudo-Rie-
mannian) quadratic differential form — — The conformal
group is (locally isomorphic to) the group of all causal transformations on the
"Einstein Universe," in which M) is covariantly imbedded. The wave, Max-
well, and neutrino equations are covariant relative to the conformal group. but
equations involving nonvanishing mass, such as the Klein-Gordon and Dirac
electron equations, are not.

CONJUGATION. A conjugation on a complex Hubert space H is an involutory
antilinear isometry. Thus if x is a conjugation on H, x2 = I, x(ax) = a x(x) for
all complex numbers a and x in H, and (xx, xy) = (y, x). The elements of H
that are invariant under x form a real Hilbert space H, relative to (.,•) and
every element of H has the form z = x + iy for unique x and y in H,. When
H has a more structured form such as L2(M), M being a given measure space.
there is a natural special conjugation. namely complex conjugation, but in
general there is no unicity about a conjugation on a Hubert space. Any two
conjugations x and x' are conjugate via a unitary operator: x' = U*xU for
some unitary U.

CYCLIC VECTOR. A cyclic vector for a set S of operators on a space L is a
vector z in L such that the set of all vectors Tz, where T is in the algebra
generated by 5, is dense in L. II'S is an abelian selfadjoint algebra of bounded
operators on a Hilbert space that has a cyclic vector, then S' = S", i.e., the
algebra 5' is maximal abelian; conversely, in a separable Hilbert space every
maximal abelian selfadjoint algebra has a cyclic vector. The algebra is then
said to have simple spectrum. in particular, ifS is the generated
by the spectral projections of a given selfadjoint operator A. then A is said to
have simple spectrum. This notion generalizes to Hilbcrt space that of a self-
adjoint matrix all of whose eigenvalues are distinct. Sec also SEPARATING
TOR.

DIAGONALIZABLE OPERATOR. In heuristic usage. this is an operator that is
appropriately conjugate to one that is in diagonal form. As used in lexicons
here, it is an operator on Hilbert space that is unitarily equivalent to the oper-
ation of multiplication by a measurable function, acting in L2 over a measure
space. Such an operator T is densely defined and satisfies the equation =
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TaT, and conversely such a operator (called "normal" in mathematical liter-
ature) is diagonalizable.

DIFFERENTIABLE VECTOR. See REGULAR VECTOR.

DIFFERENTIAL. If T is an operator (not necessarily linear) from a topological
vector space L to another such space M, its differential (dT), at the point x of
L is the linear mapping in L to M defined by the equation =
lim,..0r'[T(x + ty) — T(x)J.

DIRECT SUM. A Hilbert space H is the direct sum of subspaces H, if the
are mutually orthogonal and every vector in H is the sum of its components
in the H, (or, equivalently, the H, span H). One writes H =

DIRECTED SYSTEM. This is a generalization of the positive integers used to
label generalized sequences, called nets (q.v.). Specifically. it is a partially
ordered system (S. < ), with the property that any two elements a and b in S

have an upper bound c in S. A typical example is the set of all neighborhoods
of a point in a topological ordered by reverse inclusion. Little will be
lost if the reader thinks of the term as either the positive integers or this ex-
ample.

DISTRIBUTION. A predistribution on a topological linear space L is a linear
map D from the dual 1* of L to random variables on a probability measure
space P. A distribution (also known as generalized random process) is -an
equivalence class of predistributions relative to the following equivalence re-
lation: the predistributions D and D' on L to random variables on P and P' are
equivalent if and only if for arbitrary finite subsets!1 in La, the joint
probability disU-ibution of D(f) is the same as that of D'(f1)
D'(f,j. When L is finite-dimensional, this notion of distribution is effectively
coincident with the usual one of a probability distribution in the space L. but
this is not the case when L is infinite-dimensional. Thus the isonormal distri-
bution (q.v.) in a real Hilbert space H is a distribution in the present sense that
cannot be represented by a countably additive probability distribution of the
usual type. The theory extends to "noncommutativc" distributions, in which
the values of D(f) are effectively selfadjoint operators. Sec RANDOM VARI-
ABLE and SPECTRAL THEORY.

DUAL SPACE. The dual of a topological vector space L is the vector space
denoted L* consisting of all continuous linear functionals on L. The antidual.
denoted *L. is the space of all continuous conjugate (or anti-) linear function-
als, which functionalsf differ from linear functionals in the property
= for arbitrary scalars a and vectors x.
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DUHAMEL'S PRINCIPLE. In a succinct abstract form, this classic principle
for obtaining the solution of an inhomogeneous linear equation from the so-
lution of the corresponding linear one may be stated as follows. For: � 0, let
5(z) be a bounded operator on the Banach space B, and suppose that 5(0) = I,
5(1 + 1') = S(:)S(t') for arbitrary 1 and 1', and that the map t S(t)x is
continuous for all fixed x B. (Such a function 5(t) is called a one-parameter
semigroup.) Letf(t) be a continuous function from (0, to B, and let u0 be

arbitrary in B. Then there is a unique (slightly generalized) solution u(t) of the
equation u' = Au + f, where A is the infinitesimal generator of S. given
explicitly as

u(t) = S(t)u0
+

S(t - s)f(s)ds.

A special case is a formula for IfA and B arc bounded linear operators
on B, then

= + I B
-'a

for arbitrary real 1. The formula also applies for i � 0 in case A is unbounded
but generates a continuous semigroup. The tactical use of Duhamel's formula
is typically different from but complementary to that of the Lie-Trotter for-
mula (q.v.).

EXTENSION. An extension of an operator A in a Hilbert space H is an oper-
ator B whose domain includes that of A and agrees with A on their common
domain. This is expressed symbolically as ACB.

FATOU'S LEMMA. If {f,} is an arbitrary sequence of nonnegative measurable
functions on a measure space. then

f liminf s liminf

FIELD. Physical usage regarding this term cannot be made entirely precise,
but essentially, or normally, it refers to a section of a vector bundle over space-
time M. The treatment of this notion is beyond the scope of this book (ci..
Choquet-Bruhat et. al. 1982). Group-covariant. or homogeneous, vector bun-
dles are determined by (or "induced from") a representation of the subgroup
leaving fixed an arbitrary point of M, known as the "isotropy" subgroup (dif-
ferent points lead to equivalent results). Scalar, spinor. and vector lields on
M) are induced from the following representations of the Lorentz group L.
which is the isotropy subgroup of the Poincaré group as it acts on M4,: taking
L in the simply connected form SL(2. C), the representations arc (i) for scalar
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fields, L—' I (on a one-dimensional space); (ii) for spinor held, L—+ L I

(on a four-dimensional space); and (iii) for vector fields, on the space of 2 x
2 complex hermitian matrices 11, L maps into the transformation H—' LHL*.
Vector fields on may be identified with differential 1-forms in such a way
that their Poincaré transformation properties arc the same.

GENERAL LINEAR GROUP. If L is a topological vector space, the general
linear group GL(L) over L is defined as the group of all continuous linear
transformations T that have continuous inverses. If L is a Hilbert space, every
element T of GL(L) has a polar decomposition T = US in which U is unitary
and S is scifadjoint.

GROUP, TOPOLOGICAL AND LIE. A topological group G is a group having in
addition a topology such that xy- a continuous function of x andy, as they
range (independently) over G. A Lie group is one in which a neighborhood of
the unit element can be given cuclidean coordinates in such a way that group
composition is defined by analytic functions. Any Lie group has a Lie algebra,
also known as an infinitesimal Lie group, which is much easier to deal with
from an algebraic standpoint, but whose relation to the group involves analytic
problems (see REPRESENTAT1ON OF A GROUP).

The simplest Lie groups are with addition of vectors as the group opera-
tion. More representative arc the pscudo-orthogonal groups O(p, q), consisting
of all homogeneous linear transformations on a vector space of dimension p
+ q that leave invariant the quadratic form + + — — ... —

where the are the coordinates. The group 0(3, 1) is the usual Lorcntz
group, and 0(n, 1) is its analog for (n + 1)-dimensional Minkowski space M(.
Transformations in this group, as they act on either preserve or reverse
causality, in the sense that if X is in the future of Y, then gX is in the future
(resp. past) of gY. If n > 1, the most general one-to-one transformation from

onto itself that is causal in this sense is the product of one in S0(n, 1) with
a vector translation x1 + where the a scale trans-
formation, X —* XX, where X is a positive constant. All these transformations
together form the scaling-extended Poincaré group. If the scale transforma-
tions are omitted, the result is one version of the Poincaré group. This version
includes the discrete symmetries of time reversal: x1, — — X1) and —i x1 forj
> 0; and of space reversal: x —' x0 and x1 —. — x, forj > 0. When the discrete
symmetries arc excluded by limiting the group to its connected component,
the result is the connected Poincaré group, generally called simply the Poin-
care group here and denoted P.

HAUSDORFF-YOUNG INEQUALITY. This specifies an space to which the
convolution of two or more functions belongs in terms of the spaces to
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which the factors belong. If G denotes R", or any locally compact abclian
group (with Lebesgue measure replaced by the invariant measure); if f1 is in

(G), forj = I ,...,m; and if p' = -' + + p;' — 1, where the

and

HF.RMITE POLYNOMIALS. Normalization conventions vary regarding the
definition of these polynomials which have long figured in the expres-
sion of particle-wave duality in the free boson field. The classic definition is

= (— I )" exp(x2) (dNkfrn) exp( —x2).

The satisfy simple recursion relations that can be regarded as an expres-
sion of the actions of creation and annihilation operators on an n-particle state:

= 2n 1(x); (x) 2x HM(x) — (x)

They also represent the cigenfunctions of the harmonic oscillator in a suitable
representation; thus is the unique polynomial solution H4x), within a
constant factor, of the differential equation — 2xu' + 2siu = 0. The addi-
tion formula

+ y) = >

can be regarded as a version of the binomial theorem in combination with the
Wiener transform (q.v., Ch. 1). In classical terms, the representation of
as the Wiener transform of x", within a constant factor, corresponds to the
formula

= J (x + cxp( —y9dy.

The form an orthogonal basis for L2(R, g2), where in general de-
notes the Gaussian measure of variance c on R.

HERMITIAN OPERATOR. A hermitian (or symmetric) operator T is one whose
domain D is dense and that has the property (Tx. y) = (x. Ty) for all x and y
in D. This is by no means sufficient to insure that T is diagonalizable iunlcss
T is bounded). In general. a hermitian operator has no selfadjoint extension,
and even when it does, the extensions, when they exist, may have materially
different spectra. in distinction to a selfadjoint operator T. which is char4ctcr-
ized by the equality T = T*, a hermitian operator is characterized by the in-
clusion T C meaning that T* is an extension of T. But there is no assurance
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that T* is itself hermitian; only the minimal closed extension is surely
hermitian.

HILBERT SPACE. The unmodified term Hubert space always means complex
Hubert space here. Real Hubert spaces arc designated as real. The dimension
of a Hubert space, complex or real, may be finite, countable, or uncountable.
A Hubert space is separable if and only if it is finite or countably-dimensional.

H!LBERT-SCHM1DT OPERATOR. The Hubert-Schmidt norm 11Th2 on a Hubert
space H is defined by the equation = ejI2, where the form an
orthonormal basis in H. A Hubert-Schmidt operator is one whose Hubert-
Schmidt norm is finite. The norm is independent of the particular basis, and
may also be described as the trace :r(rT). The totality of all Hilbert-Schmidt
operators on a Hubert space is itself a Hubert space relative to the inner prod-
uct (A, B) = rr(B*A). In particular, a Hubert-Schmidt operator is compact,
and if selfadjoint, = where the are the eigenvalues ofT.

HOLDER'S INEQUALITY. 1ff and g arc arbitrary measurable functions on a
measure space M, and if I p. q and p + = 1, then, fuRl lulL
hlghlq. The case p = q = 2 is the Cauchy-Schwarz inequality.

INVERTIBLE OPERATOR. A continuous operator on a topological vector space
is invertible if it has a continuous inverse (defined on the entire space). Par-
tially defined inverses are not used in this book.

IRREDUCIBLE. A set of bounded operators on a Banach space is called irre-
ducible if it leaves no nontrivial closed linear subspucc invariant. For a selfad-
joint set S on a Hubert space, irreducibility is equivalent to either of the fol-
lowing conditions: (1) the commutor S' consists only of scalars, or (2) the
algebra generated by S consists of all bounded linear operators. A
tation of a A is called irreducible if is irreducible.

ISONORMAL DISTRIBUTION. This is the isotropic, centered, Gaussian distri-
bution on a Hilbert space. Thus, on a real Hilbert space this distribution D is

characterized by the properties that D(x) is Gaussian of mean 0 and variance c
11x112, and that D(x) and D(y) arc stochastically independent if x and y are or-
thogonal. The variant for a complex Hilbert space H involves in addition in-
variance under the phase transformations : -' e'": (:€ H, a an arbitrary real
number).

KLEIN-GORDON EQUATION. This is the equation Ow + m2p = 0 on Mm-
kowski space M0 where 0 denotes the wave operator — denoting the
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Laplacian on space, and m is a constant, usually > 0, and interpreted physi-
cally as the mass of the quanta of the field represented by the equation. 1ff and
g are given functions in on space, then there is a unique solution p such
that p(:0, x) = f(x), ä,cp(10, x) = g(x), where l0is an arbitrary given time. This
solution remains in C on space at all times, and its support at time r is con-
tained in the sum of its support at time 0 with the ball in space of radius 1:1.

There is a Poincaré- (or relativistically) invariant symplectic and local form
A defined on the indicated class H3 of smooth solutions by the equation (where
p is assumed to be real-valued)

A(p,p') = f[(ä,p)p' —

the integration being over space at an arbitrary fixed time. The symmetric
energy form, which is not relativistically invariant, is also expressible in local
form:

E(p,cp') = + m2pp' + (Vp) X (Vp')Idx.

The space is dense in a complex Hilbert space H of generalized solu-
tions, on which the Poincard group acts in a unitary irreducible fashion, which
is stable in the sense that the (quantum) energy operator, defined as the infin-
itesimal generator of time displacement in this representation, is positive. The
complex unit i acts on this space of real functions as the Hilbcrt transform with
respect to time. The imaginary part of the inner product in H is given by the
form A. The real part of the inner product has an inherently nonlocal form:

(p. p) IICp(to. + IIC- 1 ä,p(10,

where C denotes the operator in L2 over space. (m2 — and HI2 denotes
the norm in this L2.

In terms of Fourier transforms (or in "momentum space"), this Hilbert
space H becomes an ordinary complex L2 space. over the positive frequency
branch of the "mass hyperboloid" Mm K2 = m2, where K = (k0, k1
is a dual vector to the space-time position X and K2 = — — ... —

There is a Lorentz-invariant measure = - dk1 ' on Mm, unique
within normalization, and an arbitrary functionf in L2(Mm; 0) correspond-
ing to the vector p in H:

p(X) = Re [5Mm

LEBESGUE INTEGRATION. A function that is measurable on a measure space
(R, R, (q.v.) is one that is in the smallest class of functions that is closed
under pointwise convergence of sequences and contains all finite linear com-
binations of characteristic functions of sets in R Any nonnegative measurable
functionf has an integral fRf(x) (x), or simply ff. which may be char-
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acterized by the following properties: (1) if f(x) = CA(x), where CA denotes
the characteristic function of the set A, then ff= g(A); and (ii) iff1(x) �f2(x)

is an increasing sequence of nonnegative measurable functions, whose
pointwise limit isf, then limn fin = .1!

An integrable function is a measurable functionifor which f Coo. The
dominated convergence theorem states that if {.fn} is a sequence of measurable
functions such that � g for some fixed integrable function g, and fn(x) —.

i(x) for all x, theniis integrable and Iimn = fi. What happens on a set of
measure zero does not affect the Lebesgue integral or convergence theorem
for sequences. See also FATOU'S LEMMA and Lu-sPAcEs.

LIE ALGEBRA. A Lie algebra is a vector space L together with a bracket
operation [X, 1'] for any two elements X and Y of L whose values are again in
L that satisfies the relations

[X,}9= —[Y,X], [X,[Y,Z]]+[Z,[X,Y]]+[Y,[Z,X]]=O,

and

(aX + Y,Z] = a[X,Z] + [Y,Z},

for arbitrary X, Y, and Z in L, and an arbitrary scalar a. Every Lie group G
has associated with it a unique Lie algebra G, which may be represented as
the space of all vector fields on G that are invariant under left translation, x —4
ax, on G, as translations act naturally on vector fields. The bracket operation
is then the usual commutator of vector fields: [X, Y] = XY — YX. There is a
unique one-parameter unitary subgroup g(t) of G that is generated by any
given element X of G, denoted as or exp(tX), and characterized by the
equation

(Xf)(p) =

for all C" functions.f on G, of which p is an arbitrary point.

LIE-TROTTER FORMULA. In its simplest form, the Lie-Trotter formula is a
(noncommutative) generalization of Riemann integration, in which one forms
the limit of a product of values of a matrix-valued function instead of the limit
of a sum of values of a numerically-valued function. It states, e.g., that if A
and B are any two finite-dimensional square matrices, then cr4 =

The same formula applies more generally when A and B are oper-
atom in a Hilbert space, provided A and B are selfadjoint, and A + B is essen-
tially selfadjoint (e" being then defined as e' where C is the closure of A +
B). At a formal level, this formula underlies the path-integral approach of
Feynman and the Feynman-Kac formula; in this book the formula is used di-
rectly, rather than indirectly via path integrals.
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La-SPACES. For any measure space M, the space where 1 p < 00,
is defined to consist of all measurable functionsf such that fill" < The
norm off, usually denoted as is defined as If If Examination of the
limiting behavior asp 00 leads to the definition of L (M) as the space of
all bounded measurable functions, with defined as the "essential" supre-
mum of or the supremum when null sets (i.e., sets of measure zero) are
disregarded. Strictly speaking, the vectors in are not functions, but
equivalence classes of functions that agree except on a null set. The space
L2(M) forms a Hubert space with the inner product (J, g) = ffg, and all the

spaces are Banach spaces. See also HoLDER'S INEQUALITY.

MAXIMAL ABEL1AN ALGEBRA. A maximal abelian algebra A within the al-
gebra B of all bounded operators on a Hubert space is just what its name
implies—one such that every operator in B that commutes with every operator
in A is in A. If M is a finite measure space, its multiplication algebra, defined
as all operators on L2(M) of the form f(x) k(x)f(x), where k is a bounded
measurable function, is maximal abelian in this sense. Conversely, every
maximal abelian algebra in B that is selfadjoint is unitarily equivalent to a
direct sum of such multiplication algebras, or if the underlying Hilbert space
is separable, to one such algebra.

MEASURE SPACE. A measure space consists of a set R, a a-ring of subsets R
of R, and a function from R to [0, oo] having the property that if the (j =
1, are disjoint sets in R of union A, then @(A) = A finitely-
additive measure space is the same except that the last condition is assumed
only for finite unions, and so is not necessarily a measure space in the usual
sense here adopted. Gaussian measure in Hilbert space is only finitely-addi-
tive, but Wiener measure on Wiener space is countably additive. For brevity
we often denote the measure space (R, R, as (R, when R is given by the
context or is immaterial. A measure space is called finite in case R R, and
Q(R) <ce; if, moreover, = 1, it is called a probability measure space.

MINKOWSK! SPACE. This space will be denoted as M0, and its points de-
scribed by coordinates as (x0, x1 where x0 denotes the time, and the
for j> 0 denote the space coordinates. For any vectors X and Y in
denotes XoYu — xi — and X2 denotes KX. The future (past) of the
origin 0 consists of all points X such that X2 > 0 and x0> 0 (x0 < 0). The
future of any other point Y is defined as the vector sum of Y with the future of
o (similarly for the past).

NET. This is a generalization of sequence, in which a directed system (q.v.)
is used to label the points, rather than the positive integers. The definition of
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convergent net is analogous to that of convergent sequences, and a set in a
topological space is closed if it contains the limits of all convergent nets of its
elements.

OPERATOR. This term will usually mean linear operator in a vector space.
Thus if T is a linear operator in the space L, having the domain D, then D is a

linear subspace, i.e., a subset of L that is closed under addition, and under
multiplication by scalars. In addition, T has to have the property that T(ax +
y) = aT(x) + T(y) for all vectors x andy in D and all scalars a. In a complex
vector space. one must on occasion consider transformations T that satisfy the
preceding condition only for real scalars a; these are called real-linear, to
distinguish them from the transformations T that satisfy the equation for all
complex numbers a, which are then complex-linear. An operator (or function)
on a space will be understood to be defined on the entire space, while an
operator in a space will be understood to have a domain that may be a proper
subset of the entire space.

OPERATOR TOPOLOGY. For bounded operators on a Hilbert space H, there
are three main topologies: the uniform, the strong operator, and the weak op-
erator topologies. To describe these, it suffices to indicate corresponding
neighborhoods N of 0, since the neighborhoods of an arbitrary operator B are
obtained simply by vector addition of B to the neighborhoods of 0. For the
uniform topology, a neighborhood N of 0 consists of all operators B such that

IIBD < i, where c is an arbitrary positive number. For the strong operator to-
pology, N depends on an arbitrary finite set of vectors x in H and ar-
bitrary positive number c, and consists of all operators B such that lIBx)I < c
for allj. For the weak operator topology, N depends also on an arbitrary set of
n vectors Yi and consists of all operators B such that y,)I < E for
allj.

Other topologies occur in the literature, but only the foregoing threc arc
needed in this book, and principally the strong operator topology. The quali-
fication "operator" is useful on occasion because, when it is omitted,
"strong" may appear to indicate the uniform topology by virtue of another
usage, and "weak" may be confused with the "we-" topology on the space
of all bounded operators on H (as the dual of the space of trace-class opera-
tors).

In the space of all selfadjoint operators in H, both bounded and unbounded,
the only topology used is an extension of the strong operator topology, which
is most conveniently given in terms of the convergence of a sequence. A se-
quence of selfadjoint operators in H is said to converge to the selfadjoint
operator A in H, in the strong operator topology, in case any of a number of
equivalent conditions holds, including the following: a) —. e" for all real
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t (in the strong operator topology as earlier defined); b) — E(A) at every
point of continuity of the spectral resolution E(X) of A, where E,,(X) is the
spectral resolution of For this to take place it is sufficient but not necessary
that A,,x — Ax for all x in a dense subspace D of H on which A is essentially
selfadjoint.

ORTHOGONAL SPACE/GROUP. An orthogonal linear space is a topological
vector space L together with a continuous nondegencratc symmetric bilinear
form S on L. The orthogonal group, denoted O(L, S), is the subgroup of the
general linear group GL(L) (q.v.) consisting of transformations that leave S
invariant. A complex HUbert space H determines a real orthogonal space by
taking S(x, y) = Re((x, y)), and taking L to be H with only real scalars, thus
doubling its dimension and creating a real Hubert space H. 0(H". 5) will be
called the orthogonal group over H and denoted 0(H). Transformations in
0(H) correspond to homogeneous canonical linear transformations of the free
fermion field whose single-particle space is H.

POSITIVITY-PRESERVING OPERATOR. A classical theory of Perron and Fro-
benius treats matrices whose entries are nonnegative. Thus, if A is a square
matrix with positive entries, hAil is an eigenvaluc and there exists a corre-
sponding eigenvector all of whose components are nonnegative. The theory
has been extended to infinite-dimensional spaces by Krein, Andô. Gross, and
others. In particular, if T is a bounded operator on L2(M) for some probability
measure space M, that is positive in the sense thatf(x) � 0 for all x implies
that (Tf)(X) � 0 for all x, then 11Th will be an eigcnvalue with a nonnegative
eigenfunction, provided that Tis a compact operator, or alternatively if T maps
L2(M) into for some p > 2. The theory also gives conditions for the
eigenspace of 11Th to be one-dimensional, analogues of which apply to the
unicity of ground states of quantum field Hamiltonians. This type of "posi-
tive" operator is not to be confused with the usual notion applicable to selfad-
joint operators in Hilbert spaces, i.e., positivity of the spectrum. A selfadjoint
operator may be positive in either sense without being positive in the other.
but the context usually indicates the relevant sense.

PRE-HILBERT SPACE. This is a space that is a Hilbert space except that it is
not necessarily complete. Equivalently, it is a vector space with an inner prod-
uct (x, y) having the properties of being linear in x for fixed v. hermitian:
(v, x) = and such that (x.x) > 0 for all x 0. When completed by an
analog to the Cantor process, it forms a full Hilbert space.

RANDOM VARIABLE. In modern mathematical usage, a random variable is a
measurable function on a probability measure space (or more exactly. an
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equivalence class of such functions, when functions that agree except on a set
of probability zero identified). Earlier (before 1933, when Kolmogorov's book
laying foundations for probability theory was published) random variables
were treated in an informal semi-axiomatic way, which can now be made pre-
cise. Random variables form an associative algebra on which is given a par-
tially-defined positive normalized linear functional E, the expectation or inte-
gral, and defined on the subalgebra B of all bounded elements. Starting from
B and E as restricted to B, a probability measure space on which the random
variables become measurable functions whose integrals correspond to the re-
spective expectations may be derived. The individual points of this measure
space are not well defined, having in general only a theoretical character, cor-
responding to their not being conceptually definable from the results of mea-
surements. Probability theory, the conventional theory of random variables,
can in part be extended to the context in which the underlying algebra of
bounded quantities is noncommutative, provided the expectation functional E
is central: E(ab) = E(ba) for arbitrary a,b in B.

REGULAR (DiFFERENTIABLE, ANALYTIC, ETC.) VECTOR, in treating a one-pa-
rameter unitary group U(t) on Hubert space H, or its selfadjoint generator A,
it is often necessary to develop subspaces of H consisting of vectors that arc
especially regular in relation to the given group or operator. A
vecforx in H is one such that U(r)x is a differentiable function oft, with values
in H; an analytic vector x is one such that U(t)x is a (real-) analytic function
oft in some neighborhood of t = 0, with values in H. This means that the
series is defined and convergent for sufficiently small t. More
generally, if the latter series is convergent for a given operator A, whether
selfadjoint or not, x is called an analytic vector for A. An entire vector is one
such that the foregoing series is convergent not only in a neighborhood oft =
0, but for all values of t. The spectral theorem shows that every selfadjoint
operator has a dense set of analytic vectors, and a converse is true: a herniitian
operator having a dense set of analytic vectors is essentially selfadjoint.

REPRESENTATION OF A GROUP. A continuous unitary representation of a to-
pological group G on a Hubert space H is a mapping g U(g) from G to
unitary operators on H that is strongly continuous, and a representation:
U(gg') = U(g)U(g') for arbitrary g, g' in G and U(e) = I. e being the unit of
G. Stone's theorem associates with any such representation of a Lie group a
corresponding infinitesimal representation dU of its Lie algebra G. defined by
the property that for arbitrary X in G, — idU(X) is the selfadjoint generator of
the one-parameter unitary group The domains of the dU(X) vary with
X, but their common part D is dense in H, dU(X)1D is essentially selfadjoint,
and the closure of (dU(X), dU(Y)l acts on any w in I) to give dU(fX, Yj)bv for
arbitraryX. Yin C.
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RIEsz INTERPOLATION THEOREM. This is the original interpolation theo-
rem, from which many variants and extensions derive (proved for real spaces
by Riesz, and extended to the complex spaces by Thorin). it states thc follow-
ing: if T is a linear operator defined on the set S of all simple functions on a
measure space M (i.e., measurable functions having only finitely many val-
ues) to the measurable functions on M, such that

I Pi' q1 x, then lITfIIq m0' for allf€ 5, where 0
r � I, and

(p',q') = + (1

SCALE OF SPACES. Subspaces M, of a topological vector space M that de-
pend on a real parameters, and have an intrinsic topology, with the properties
that M, C M, ifs < i—and that the inclusion injection of M, into M,. in their
intrinsic topologies, is continuous—form a scale of spaces. The parameter
range may be discrete as well as continuous. The spaces for a finite
measure space M. with I p < provide a useful example. Another example
is that of the domains D(A'9, where A is a strictly positive selfadjoint operator
in Hilbert space, with the intrinsic topology defined by the norm IIxIL =
where n may range over the positive integers, or all integers. etc., as required.

SCHWARZ REFLECTION PRiNCIPLE. This treats the analytic continuation of a
complex analytic function, and in its simplest form states that iff(z) is contin-
uous on the closed upper half-plane {lm(z) � 0} and analytic in the interior,
with real values on the boundary, thenf extends uniquely to an analytic func-
tion on the entire plane.

SELFADJ9INT OPERATOR. This is a densely defined operator T in a Flilbert
space such that T* = T. Equivalently, it is an operator that is unitarily equiv-
alent to the operation of multiplication by a real measurable function, in an L?-
space. A densely defined operator T is said to be essenzia!Iy selfadjoin: in case
it has a unique selfadjoint extension. This is the case if and only if =
in which case T* or is the selfadjoint extension. See also IIERM1TIAN
OPERATOR.

SEPARABLE. A Hilbert space is separable if it has a countable dense subset.
or, equivalently, if it is at most countably dimensional. A measure space M is
separable if L2(M) is a separable Hilbert space. Although most of the results
in the book do not assume separability of the Hilbert space involved, some
peripheral results cited do assume separability in order to avoid the elaboration
that would otherwise be required. inseparable spaces have no essential role in
physical quantum field theory. and the reader will lose little by assuming that
the Hubert spaces involved are separable.
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SEPARATING VECTOR. A separating vector in a space L for a set S of opera-
tors on L is a vector z such that if T and T' are in S and Tz = T'z, then T =
T'. IfS is a selfadjoint algebra of bounded operators on a Hubert space, then
a given vector z is separating for S if and only if it is cyclic (q.v.) for the
commutor 5'.

SEQUENTIAL TOPOLOGY. This is a topology that is defined by the specifica-
tion of convergent sequences. The closed sets are those containing the limits
of all convergent sequences of its elements. The resulting ensemble of closed
sets satisfies the usual axioms for a topological space, and a function on a
sequentially topologized space to another such space is continuous if and only
if it carries convergent sequences into convergent sequences.

0-RING. A a-ring of sets is a collection R of sets that is closed under the
difference operation and under finite and countable unions and intersections.
The Borel sets in form a a-ring.

SOBOLEV INEQUALITY. This states basically the following: let denote
the space of all functions on that are in together with their first r deriva-
tives, in the topology of convergence in for all derivatives up to and includ-
ing those of order r. Then—only ifp� 1, 0, and

— (r — s)n '—any function in La.. is also contained in Lq,, and the inclu-
sion mapping is continuous. The inequality fails if q = oo, but a variant holds,
which says that

If C ILfIIp.r, if r> n/p.

SPECTRAL THEORY. This is the infinite-dimensional generalization of the
theory of diagonalization of selfadjoint, unitary, and other normal matrices,
in finite-dimensional vector spaces. The diagonalization of commuting sets of
normal operators is also important, and similar to the finite-dimensional case.
The simplest way to describe the theory is to say that the only essential differ-
ence from the finite-dimensional case is the replacement of a measure space
consisting of a finite number of points (substantially a set of basis vectors in
the finite-dimensional vector space case) and corresponding sum by a Le-
besgue-type measure space and corresponding integral. This reflects in part
the phenomenon of the continuous spectrum.

A natural generalization of a diagonalized matrix is the operation on L2(M),
where M is a given measure space (q.v.), of multiplication by a given measur-
able function, sayf(x) —p k(x)f(x), wheref(x) is arbitrary in L2(M) and k(x) is
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the given measurable function. This operator T, like a diagonal matrix, is nor-
mal, i.e., TT* = where T* is the adjoint ofT. In one of its simplest
forms, the spectral theorem says simply that the converse is true—the most
general densely defined normal operator in a complex Hilbert space is unitarily
equivalent to a multiplication operator of the type indicated.

In the finite-dimensional case, the function k(x) is just the jth eigenvalue
(j = 1, 2,..., n-dimension of the space), and so is always bounded; but in the
infinite-dimensional cases, k(x) may be unbounded. When this happens, T
does not operate on the whole space, but its domain is restricted to consist of
all functions f(x) such that k(x)f(x) is again in L2(M). With the appropriate
definition of the adjoint for unbounded operators, the spectral theorem is valid
for both bounded and unbounded operators, provided they are densely defined
(i.e., defined on a dense subset of H; see ADJOINT).

The classic way of expressing the spectral resolution of a given selfadjoint
operator T is in the form of an increasing family of projections in H, X
ranging over the real numbers, such that T = meaning more specifi-
cally that if x and y are any vectors in H, x being in the domain of T, then
(Tx, y) = y). In the case of the operation of multiplication by the real
function k(x), is just the operation of multiplication by the characteristic
function of the subset of M on which k(x) < X (within an inessential question
of normalization; one could equally use the subsets on which k(x) X). In the
case of normal operators that are not selfadjoint, it is similar except that
ranges over the complex numbers.

More generally, if B is a given Borel set of complex numbers, the spectral
projection E(B) for T is the operation of multiplication by the characteristic
function of the subset of M for which k(x) lies in B. This spectral resolution
function E(B) is a countably-additive function of B; i.e., if B1, is a se-
quence of disjoint Borel sets whose union is B, then E(B) is the sum of the
orthogonal projections E(B1). A set of normal operators are said to be simul-
taneously diagonalizable in case they are conjugate to multiplication operators
via transformation by one and the same unitary transformation. For this to be
the case it is necessary and sufficient that their spectral projections E(B) be
mutually commutative. If one or more of the operators is unbounded, it is by
no means sufficient that the operators commute on a dense subspace D in H,
i.e., ABx = BAx, where A and B are the two operators for all x in D. We say
the operators are strongly commutative when their spectral projections are mu-
tually commutative.

If is a Borel function of a complex variable, and T is a normal operator
consisting of (or unitarily equivalent to) multiplication by k, then is de-
fined as the operation of multiplication by (or the transform of this by
the corresponding unitary operator). All bounded Borel functions of a set of
strongly commutative normal operators commute with each other, and not just
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their spectral projections (the case in which is the characteristic function of
a Bore! set).

The main point of commutative spectral theory is that many issues are re-
duced to questions in measure theory, and are thereby often relatively straight-
forward to deal with.

STATE. A state of a A with identity I is a linear functional E on
A that is positive, in the sense that E(A*A) � 0 for arbitrary A in A, and
normalized, meaning that E(I) = 1. For example, if A is the algebra of all
bounded operators on a Hilbert space H, and if x is a unit vector in H, then
E(A) = (Ax,x)isastateofA.

The set of all states fonns a convex set, i.e., if E and E' are states, so is aE
+ bE',forarbitrarya,bsuchthata,b�Oanda + b = l.A"pure"state
is an extreme point of this set, this being defined as a point that is not a non-
trivial convex combination of two other states. The preceding example is a
pure state, and all pure states are of this form in case H is finite-dimensional;
but when H is infinite-dimensional, there are others, contrary to heuristic folk-
lore. (These may in part be interpreted as arising from nonnormalizable vec-
tors representing eigenvectors for the continuous spectrum of a Hamiltonian.)
If D is a trace class nonnegative operator of unit trace in H, then E(A) =
tr(DA) is a state, "mixed" rather than pure unless D is a one-dimensional
projection. D is called the density operator (or density matrix) of the state.

In physics terminology, the above notion of state was originally called an
"expectation value form in a state," or words to that effect. The term "state"
is sometimes used for the vector x above; but x is not uniquely determined by
E, and is now known as a "state vector." "State" as used here includes all
that is conceptually truly measurable for a state as the term is used in physical
literature, so only a metaphysical nuance is lost by shortening the term "ex-
pectation value form in a state" in this way.

STATE-REPRESENTATION DUALITY. There is a mutual correspondence be-
tween states of a A and representations of A on Hilbert space, in
which pure states correspond to irreducible representations. Given a state E,
an inner product in A is defined by the equation (A, B) = E(B*A), leading to
a Hilbert space H, after completion and factoring by (i.e., essentially deletion
of) vectors of zero norm. For any element B in A, there is a corresponding
operator @(B) on HE, defined essentially by the equation p(B)A = BA. The
mapping B c2(B) is a *-representation in the sense that preserves the
and addition and multiplication. The subset Q(A)I is dense in HE, so that the
vector in HE corresponding to I is cyclic (q.v.). The state E can be recovered
from and this cyclic vector by the equation E(A) = I). The state E
is pure (q.v.) if and only if the representation is irreducible. The association
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of a *-representation on Hubert space with a given state is exemplified by the
reconstruction of a quantum field from the vacuum expectation values of prod-
ucts of field operators (as in Wightman, 1964), and is also known as the GNS
construction.

SIt1N INTERPOLATION THEOREM. This is an extension of the Riesz interpo-
lation theorem in which the operator as well as the 4 space is varied. A sim-
plified form adequate for present purpose proceeds as follows. Hypotheses:
(1) M is a finite measure space; (2) z is a complex variable ranging over the
strip 0 � Re(z) S 1; (3) z —. T is a map from this strip to operators defined
on the class S of simple functions on M, having values that are measurable
functions on M; (4) For arbitrary simple functionsf and g, (Tf, g) is an ana-
lytic function of z in the interior strip and bounded on the boundary; and (5)
For arbitraryf inS, IlTj+iyfIIq, � mjILfIL1(j = 0, 1), where the m1are constants,
y is arbitrary in R, and I Po' q0, p,, q, S 00. Conclusion: If (lip, l/q) =
t(l/Po, l/q0) + (I — t)(l/p,, 1, then forailfinS,

IIT:flIq :S

STOCHASTIC INDEPENDENCE. The random variables X in a set S are said to
be stochastically independent in case for any finite subcollection X, the
probability of the joint event X, <a,,... is the product of the individ-
ual probabilities < the being arbitrary real numbers. The concept
can be extended to noncommutative probability algebras, defined as under
RANDOM VARIABLE, with the additional constraint that E(XY) = E(YX) for ar-
bitrary random variables X and Y. In this case one requires that for arbitrary
bounded continuous =
The canonical Q's in either a boson or fermion free field are stochastically
independent in this sense, relative to the vacuum as expectation functional.

STONE'S THEOREM. If U(t) is a continuous one-parameter unitary group on
a Hubert space H, then there exists a unique selfadjoint operator A in H such
that U(t) = Here a one-parameter unitary group U(t) is defined as a uni-
tary operator-valued function of the real variable t having the properties that
U(t + t') = U(t)U(:') for arbitrary real t and 1', and U(0) = I (the identity
operator). Continuity is in the sense of the strong operator topology, or the
weak operator topology, which happen to be the same within the space of all
unitary operators.

The theorem also shows that A can be deduced from the group U(t) as fol-
lows:

Ax = lirn (U(t) — T)x
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for all vectors in the domain of A; and if the limit on the right exists, then x
will be in the domain of A. From the spectral theorem it follows also that for
a given vectorx to be in the domain of A, it suffices that (it)' (U(:) — I)x be
a bounded function of i as 1—' 0.

STONE—VON NEUMANN THEOREM. Established in a beautiful paper by von
Neumann (1931), this theorem underlies the essential equivalence of the Hei-
senberg and Schrödinger formulations of quantum mechanics. In the mathe-
matical form given by von Neumann, it concerns two continuous unitary
representations U and V on a Hilbert space of the additive group of a real
n-dimensional vector space L, that satisfy the (Weyl) relations

U(x)V(y) = V(y)U(x) (x andy arbitrary in L),

where (x, y) denotes the usual scalar product in L when identified with the
space of real n-tuples. The theorem states that there exists a set of mutually
orthogonal subspaces H, in H, of which H is the direct sum, each of which is
invariant under all U(x) and V(y), and irreducible under the set of all these
operators, and in addition is such that if UAx) and V,(y) denote the represen-
tations of obtained by restricting each U(x) and V(y) to H,, then there exists
a unitary transformation T, from H, onto such that

= T,U,(x)T1', V0(x) =

attain the following form (which is essentially the Schrodinger representation
of the Heisenberg commutation relations): for an arbitrary function f(u) in
L2(R"), (10(x) sendsf(u) into while V0(x) sendsf(u) intof(u + y).
This conclusion is false (in general) if L is replaced by an infinite-dimensional
space.

STONE-WEIERSTRASS THEOREM FOR PROBABILITY SPACE. This gives a con-
dition for an algebra A of hounded measurable functions on a probability space
M to be dense in for I <p < A must be measure-iheorezicallv
separating, in the sense that if R is the a-ring of the measure space, for any
two sets S and S' in R that differ by more than a null set, there exists a function
I in A such that fs.f.

STRICTLY POSITIvE. A selfadjoint operator Tin a Hubert space (or a function
1) is strictly positive if there is a positive constant E such that T � El (or! �
E).

SYMPLECTIC SPACE/GROUP. A (linear) symplectic space is a topological vec-
tor space L together with a nondcgcnerate antisymmetric bilinear form A on
L. The symplectic group Sp(L. A) is the subgroup of the general linear group
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(q.v.) GL(L) that leaves A invariant. A complex Hubert space H determines a
real symplectic space by taking A(x, y) = lm((x, y)), and taking L to be H
with only real scalars, thus doubling its dimension and creating a real Hilbert
space H. The symplectic group Sp(H, A) is also called the symplectic group
over H, and denoted Sp(H). Transformations in Sp(H) correspond to homo-
geneous canonical linear transformations of the free boson field whose single-
particle space is H.

TENSOR PRODUCT. The tensor (or in von Neumann's term, "direct") prod-
uct H®H' of two Hilbert spaces H and H' is the completion of their algebraic
tensor product (which consists of all finite combinations of the u®u' with u in
H and u' in H'), with respect to the inner product having the property that
(u®u', vøv') = (u, v) (u v'), if v and v' are similarly arbitrary in H and H'.
If H = L2(M) and H' L,2(M'), then there is a natural unitary equivalence of
H®H' and L2(M X M'). Tensor products of any finite number of Hilbert
spaces may be defined in a similar way. If T1 is a bounded linear operator on
H1, the algebraic tensor product T1 X x is bounded on the algebraic
tensor product H1®'• and the topological (or Hilbert space) tensor
product of the T, is defined as the unique continuous extension to the (Hubert
space) tensor product of the H, of their algebraic tensor product, and denoted

a vector space L over the real or com-
plex numbers that has also a topology relative to which the usual linear oper-
ations are continuous (i.e., ax + y is a continuous function of the scalar a and
the arbitrary vectors x and y in L). This is also known as a linear topological
space. If it is locally convcx, meaning that it has a complete system of neigh-
borhoods, each of which is convex, then for every vector x 0 in L there
exists a functionalf in the dual L* to L such thatf(x) 0.

TRACE-CLASS OPERATOR. The following conditions on an operator T on Hil-
bert space are all equivalent, and define the notion of trace-class operator: 1)
T = AB, where A and B are Hilbert-Schmidt (q.v.); 2) T is a linear combina-
tion of selfadjomt operators, each of which has eigenfunctions forming an
orthogonal basis, and corresponding cigenvalues such that is finite:
and 3) The traces tr(TS) are bounded as S varies over the bounded operators
of finite rank of unit bound (the traces in question are definable in finite-di-
mensional terms). The supremum over these over these S of Iir(TS)I forms a

norm 11Th1 relative to which the space of all trace-class operators forms a Ban-
ach space on which the trace is everywhere defined as lim, if is a
sequence of projections convergent to 1.
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TYPE. According to the theory of (q.v.), every such algebra is
a direct sum of three types of components, known as types I, 11, 111. All
bounded operators, all abelian algebras, and all algebras obtainable from these
by formation of commutors, and direct sums or products, form the type 1 al-
gebras. The basic type 11 algebras, known as type factors (factor =
algebra A that has only scalars in common with its commutor), arc distin-
guished by their possession of a unique continuous trace, or complex-valued
linear functional T that T(AB) = T(BA) and T(l) = 1. If P is a projection in
such an algebra, T(P) has values in the range 10, 11, and all values in this
range occur. The universal free fermion field is closely connected with the
simplest type factor (called "approximately finite" by von Neumann).
Type Ill algebras have no numerically-valued trace, and are not involved here.

This is an algebra of bounded operators on a Hilbert space
containing the identity operator I, closed in the weak operator topology, and
closed under the adjunction operation, originally called a "ring" by Murray
and von Neumann, and known also as a "von Neumann algebra." A key
property of is that any such algebra A is identical with its second
commutor, denoted A", i.e., the commutor of its commutor A'. The We-al-
gebra Wt(A) generated by a bounded selfadjoint operator A (i.e., the smallest

containing it) consists of all bounded Borcl functions of A (if the
underlying Hilbert space is separable), whereas the C*(A) gener-
ated by A consists of all continuous functions of A. In particular, the spectral
projections of a bounded selfadjoint operator arc contained W*(A), but are not
in general contained in C*(A). The same is true for a finite set of commuting
selfadjoint operators, and a generalized function of noncommuting bounded
operators can be defined as one that is in the they generate. For
unbounded operators, SCC AFFILIATION.
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absolute continuity, 25
adjoint, 258
adjunction. 19. 76, 258
affiliation, 103, 258
algebraic topology. 22
annihilation operator, 48,71, 77
annihilator, 185
arnidual, 262
antientire function, 67
anti-free-field, 166

antiholomorphic polynomial. 66
antiholomorphic spinor. 92
antimonomial, 68
antisymmetric product. 50
antisymmetrization. 48
autocovariance function, 47

Banach algebra, 258
Borel function, 259
Borel set, 259
boson field: covariant, 40: free, 3.41. 60;

general. 147; regular, 66
Brownian motion. 23, 116, 206

C-algcbra. 259; graduated, 233
canonical commutation relations, 11
canonical pair, 9, 11
canonical system. 118
Cauchy data, 106
Cauchy problem. 259
causality. 233
characteristic function, 20
Clifford algebra. 76. 83, 259; bolomorphicl

antiholomorphic element of, 89; mode-
finite. 150; traccon, 83

Clifford relations. 76
Clifford system, 76: complex. 78; dual, 82
closure, 260
C-number. 12
cocycle. 122, 140; essential. 140
commutor. 260
coherent state. 73
complex structure. 108. 260

Index

complex wave representation, 60, 64, 71; of
fermion field, 89

complexllication, 35, 101

conditional expectation. 30
configuration space. 12

conjugation, 4!. 261

covariance, 18. 23
creation operator, 48.71,77
creator, 185

degree. 175
differential. 262
Dirac equation. 162
Diracspinors. 162

direct product, 126
direct sum. 262; oF distributIons, 124

directed system. 262
distribution, 17. 262; algebraically equiva-

lent, 26; bounded, 23; continuous, 23; de-
rivative of. 25; ergodic, 37; ergodically
quasi-invariant, 38; iaonorrnal, 18. 266;
metrically equivalent. 120. normal. 17; of
parameter c. 18; quasi-invariant. 28; strict,
17

dual couple, 9; multiplicative, 216
dual space, 4, 262
Duhamcl's principle. 263

entire function, 67
ergodicity. 24. 37, 103
essential linearity. 121
expectation. 17
extension, 263

Facou's lemma, 263
fermion field, free. 78
field energy. 59
finite propagation velocity. 236
Fock-Cook representation. 60
form, 198
Fourier-Wiener transformation. 43
free boson representation. 41
functional integration representation. 60



gauge, 170
generating function, 34, 147
graduation, 161,233
Grassman algebra, 82
grounded }Iilbert space, 126
group, 264; conformal, 261; extended sym-

plectic, 39; general linear, 264; Heisen-
berg, 14; orthogonal. 271; Poincaré, 264;
symplectic, 39

Haag's theorem, 248
harmonic oscillator Hamiltonian, 42
harmonic representation. 140
Hausdorff-Young inequality, 264
Heiscnberg pair, 10
Heiscnberg relations, S
Heisenberg system, 6
Hermite polynomials. 265
Holder's inequality, 266
holes, 163

integration algebra, 19
interacting field, 209. 238
irreducibility, 11, 266
isotropic subspace, 176

kernel, 197
Klein-Gordon equation, 159, 191, 200, 254

Lagrangian subspace, 176
Lie algebra, 268
Lie-Trotter formula, 268
locality, 245

mass, 200
mass hyperboloid. 256
maximal abelian algebra, 269
mean, 23
measurable, 17
measure space, 269
Mehler kernel, 42, 211
Minkowski space, 269
momentum cutoff, 248
monomial, 177
multiplicative unitary transformation, 120
multiplier, 122, 140

net, 269
Newson-Wigner localization, 173
nonsingular transformation, 37

Index

normal product, 189
n-particle subspace, 100
number operator, 58, 100

one-form, 123
operator: closed, 260; compact, 260; essen-

tially selfadjoint, 273; Hermitian, 265; Hil-
bert-Schmidt, 265; inverse compact, 232;
invertible, 266; positivity-preserving, 27,
232, 271; selfadjoint, 273; trace-class, 18,
279

operator topology, 270
operators, strongly commutative, 275
orthogonal space, 75

particle representation, 8, 58; of fermion
field, 80

polynomial, 175; complex-analytic, 65; com-
plex-antianalytic. 65; real-analytic, 65

positive energy, 254
predisu-ibution. 17; equivalent, 17
pre-Hilbcrt space, 5, 271
probability measure space, 269
proper one-parameter group, 234
pseudo-derivation, 90
pseudo-interacting field, 229

q-number, 12
quantization, 107
quantized nonlinear equation, 244
quasi-invariant measure, 9

random variable, 16, 21, 271
real part, 41
real wave representation, 60, 82: of fermion

field, 82
Rech-Schliedcr theorem, 172
regular state, 147
renormalization, 174
renormalization map, 177
renormalized power system, 216
reproducing kernel, 68
Riesz interpolation theorem, 273

scale of spaces, 273
SchrOdinger equation, 155
Schrodinger representation, 5
Schrodinger system, 5, 11
Schwarz reflection principle, 273
second quantization, 154



Index 291

semirepresentation, 39
separable space, 273
sequential topology, 274
single-particle energy, 59
single-particle space. 3
skew product, 98
Sobolev inequality, 274
spatial cutoff, 235
spectral function, 219
spectral theory, 274
speed, 161
spin representation, 140
stability, 107
state. 276; equilibrium, 40; invariant. 40
Stein interpolation theorem. 277
stochastic independence, 31
Stone's theorem, 277
Stone-von Neumann theorem, 278
Stone-Weierstrass theorem, 278
strict commutativity. tO
strict positivity, 278
strong operations, 121
symmetric product. 50
symmetrization, 48
symplectic group representation. 39
symplectic transformation, unitarily quantiz-

able, 140
symplectic vector space, 4

tachyons, 146, 169
tame function, 18
tame linear mapping. 177

tensor multiplication, 48; antisymmetrized,
81; symmetrized, 48

tensor algebraic. 50; antisymmetric, 47, 50;

covariant, 47; finite rank, 49; pure. 49;
symmetric, 47, 48, 50

unitarizability. 107
unitarized action, 14
unitarizer, 28
unitary implementability, 118. 135

vacuum, normal, 185

vacuum vector, 41; physical, 209, 238
vector, analytic. 258; cyclic. 22. 261; differ-

entiable, 272; entire, 272; regular, 272;
separating, 274

W-algebra. 28, 280

wave equation, 207

wave representation. 58

Weyl algebra: infinitesimal, 175. 185; mode-

finite, 144; space-finite. 144

Weyl pair, 9; normal, 35; simple, 218

Weyl relations. 5; nonlinear. 216; restricted. 9

Weyl system. 4; covariant, 39; normal, 35, 41

white noise, 206

Wick product. 186, 195

Wick's theorem, 187—90

Wiener measure, 30. 134

Wiener space. 134

Wiener transformation, 44


	Princeton Series in Physics
	Introduction to Algebraic and Constructive Quantum Field Theory
	Copyright
	© 1992 by Princeton University Press
	ISBN 0-691-08546-3
	QC174.45.B29 1991 530.! '43—dc2O
	LCCN 91-16504

	Contents
	Preface
	Introduction
	The logical structure of quantum field theory
	Organization of the book

	1  The Free Boson Field
	1.1. Introduction
	1.2. Weyl and Heisenberg systems
	Problems

	1.3. Functional integration
	Problems

	1.4. QuasI-invariant distributions
	Problems

	1.5 Absolute continuity
	Problems

	1.6. IrreducIbIlity and ergodicity
	1.7. The Fourier-Wiener transform
	Problems

	1.8. The structure or F and wave-particle duality
	Problems

	1.9. Implications of wave-particle duality
	1.10. Characterization of the free boson field
	1.11. The complex wave representation
	Problems

	1.12. Analytic features of the complex wave representation
	Bibliographical Notes on Chapter 1

	2  The Free Fermion Field
	2.1. Clifford systems
	2.2. Existence of the free fermion field
	2.3. The real wave representation
	2.4. The complex wave representation
	Problems

	Bibliographical Notes on Chapter 2

	3  Properties of the Free Fields
	3.1. Introduction
	3.2. The exponential laws
	3.3. Irreducibility
	3.4. Representation of the orthogonal group by measure-preserving transformations
	3.5. Bosonlc quantizatlon of symplectic dynamics
	3.6. Fermionic quantization of orthogonal dynamics
	Problems
	Bibliographical Notes on Chapter 3

	4  Absolute Continuity and Unitary Implementability
	4.1. Introduction
	4.2. Equivalence of distributions
	4.3. Quasi-invarIant distributions and Weyl systems
	4.4. Ergodlclty and irreducibilIty of Weyl pairs
	4.5. Infinite products of HUbert spaces
	4.6. Affine transforms of the isonormal distribution
	Problems

	4.7. Implementability of orthogonal transformations on the fermion field
	Problems

	1981.)Bibliographical Notes on Chapter 4

	5  C*-Algebraic Quantization
	5.1. Introduction
	5.2. Weyl algebras over a linear symplectic space
	Problems

	5.3. Regular states of the general boson field
	5.4. The Clifford C*-Algebra
	5.5. Lexicon: The distribution of occupation numbers
	Problems

	Bibliographical Notes on Chapter 5

	6  Quantization of Linear Differential Equations
	6.1. Introduction
	6.2. The Sehrodinger equation
	6.3. Quantization of second-order equations
	6.4. Finite propagation velocity
	6.5. Quantlzation of the Dirac equation
	6.6. Quantization of global spaces of wave functions
	Problems
	BIblIographical Notes on Chapter 6

	7  Renormalized Products of Quantum Fields
	7.1. The algebra of additive renormalization
	7.2. Renormalized products of the free boson field
	Problems

	7.3. Regularity properties of boson field operators
	Problems

	7.4. Renormalized local products of field operators
	Problems
	Bibliographical Notes on Chapter 7

	8  Construction of Nonlinear Quantized Fields
	8.1. IntroductIon
	8.2. The Lp scale
	8.3. Renormalized products at fixed times
	Problems

	8.4. Properties of fixed-time renormalizatlon
	Problems

	8.5. The semigroup generated by the interaction Hamiltonian
	8.6. The pseudo-Interacting field
	8.7. Dynamic causality
	8.8. The local quantized equation of motion
	Problems
	Bibliographical Notes on Chapter 8

	Appendix A. Principal Notations
	Appendix B. Universal Fields and the Quantization of Wave Equations
	Glossary
	Bibliography
	Index

