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Maximum Entropy 

 (MaxEnt) 



What is the rationale for MaxEnt ? 

Á information theory (least biased        ) 

Á combinatorics of sample frequencies (most likely       ) 

Maximum (relative) entropy: 
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N independent observations 

MaxEnt: the combinatorial rationale 

M possible outcomes for each observation, i Ґ м ΧΦa 
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The MaxEnt distribution           is by far the most likely long-term 
frequency distribution of outcomes, among all those distributions 
consistent with given constraints C  
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(transparent connection to observations) 
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energy in  

The prediction challenge in biology:  
biological systems are complex, open,  non-equilibrium       

matter in 

energy out  

matter out 

many internal 
degrees of freedom 

Statistical mechanics:                                              

Some (many?) details of the underlying dynamics are 
irrelevant for making predictions at larger scales 



statistical mechanics  

maximum (relative) entropy 

  detailed dynamics x(t) most likely                                            
p(x¼key dynamical constraints ) 

Boltzmann 

Gibbs 

Shannon 

Jaynes 



What do the constraints represent ? 

Á information theory: C = what we know 

Á statistical mechanics: C =  the relevant dynamics          
(key resource constraints, steady-ǎǘŀǘŜ ōŀƭŀƴŎŜ Χύ 

Maximum (relative) entropy: 
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The role of MaxEnt in            
statistical mechanics 

Known constraints C Ą most likely p(x¼C) 

 

ÁMaxEnt as a statistical selection principle 

Guess constraints C Ą most likely p(x¼C) 

ÁMaxEnt as a tool for identifying the relevant dynamics (C) 

observed 
p(x)  fraction of time 

system is in state x 



Combining mechanism and drift* 
in ecology  

Bertram & Dewar (2015) 

Relevant dynamics C  +  MaxEnt  Ą most likely p(x¼C) 

 

mechanism drift*  

* in the biological sense! 



Species per capita 

resource use 

r1    

r2    

rSmax    

n1    

n2    

nSmax    

Species 

abundances 

Area constraint (hard) :  

Dewar & Porté (2008), Bertram & Dewar (2013, 2015) 
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MaxEnt: a non-neutral, resource-based approach 

Mean annual resource balance : 

    (mean use = mean supply)  
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drift  

MaxEnt  

(º Bose-Einstein)  

unifies different 

macroecological 

patterns: 

 

SADôs 

energy equivalence 

diversity-productivity 

diversity-stability  



rtree    >  rgrass   > rbare 

The statistical 
mechanics of savannas 

Bertram & Dewar (2013) 
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5% 

 mean H2O supply,       (mm yr-1) R



Maximum Entropy Production 

 (MEP) 





Paltridge (1978): 10-zone energy balance model 
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Maximize 

subject only to steady-state energy balance 

óentropy productionô 

(itôs not!) 



obs. 

Paltridge (1978): 1D model 

MaxEP 

Herbert & Paillard (2013): 2D model 
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  MEP applications across physics & biology 

some intriguing successes, 

but what does it mean? 

Malkus (2003) é 
Paltridge (1978) é 

Dewar et al (2006) 

Juretiĺ et al (2003) 

Dewar (2010) 

Main & Naylor (2008) 

Martyushev et al (2000) 


