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ABSTRACT OF THE DISSERTATION

Foundations of Categorified Representation Theory

by

Alexander Hoffnung

Doctor of Philosophy, Graduate Program in Mathematics
University of California, Riverside, June 2010

Dr. John C. Baez , Chairperson

This thesis develops the foundations of the program of groupoidification and presents an

application of this program — the Fundamental Theorem of Hecke Operators. In stat-

ing this theorem, we develop a theory of enriched bicategories and construct the Hecke

bicategory — a categorification of the intertwining operators between permutation rep-

resentations of a finite group. As an immediate corollary, we obtain a categorification

of the Iwahori-Hecke algebra, which leads to solutions of the Zamolodchikov tetrahe-

dron equation. Such solutions are a positive step towards invariants of 2-tangles in

4-dimensional space and constructions of higher-categories with braided structures.
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Chapter 1

Introduction

1.1 Big Picture

There is an inherent iterative nature of category theory that makes the study

of higher category theory inevitable. Thus, the beginnings of higher category theory

were present at the birth of category theory. Higher structures in algebra and geometry

have come from a myriad of sources, and eventually the desire to formalize the land-

scape of such structures led to Crane and Frenkel’s conjectures about quantum groups

and topological quantum field theories [15]. Early ideas on categorification took hold,

and categorified representation theory has grown legs and become an important sub-

ject at the intersection of geometry, low-dimensional topology, higher-category theory,

representation theory and theoretical physics.

This dissertation provides the foundations of a program of categorification ini-

tiated in private discussion, in the classroom, and on the internet [4] by Baez, Dolan and

Trimble, and described formally by Baez, Walker, and the author in [5, 6]. This pro-

gram draws on ideas from geometric representation theory, physics, and higher-category

theory. As usual, some of the ideas have been introduced in other contexts and other

ideas are unique to this work. We hope that the interaction with well-studied concepts

will contribute to the continued development of an interesting and long-term program.

Replacing linear operators between vector spaces with spans of groupoids this theory of

categorification has been developed under the name of ‘groupoidification’.
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1.2 A Brief Introduction

The program of groupoidification is aimed at categorifying various notions from

representation theory and mathematical physics. The very simple idea is that one should

replace vector spaces by groupoids, i.e., categories with only isomorphisms, and replace

linear operators by spans of groupoids. In fact, we define a systematic process called

degroupoidification:

groupoids → vector spaces

spans of groupoids → matrices

In Higher Dimensional Algebra VII [6], we suggested some applications of groupoidifica-

tion to Hall algebras, Hecke algebras, and Feynman diagrams, so that other researchers

could begin to categorify their favorite notions from representation theory. The present

work develops applications related to Hecke algebras.

In this dissertation, we describe categorified intertwining operators for repre-

sentations of a very basic type: the permutation representations of a finite group. There

is an easy way to categorify the theory of intertwining operators between such represen-

tations. Unfortunately, the construction is, in some sense, unnatural. Groupoidification

offers a more natural construction. Much of this paper is devoted to explaining how to

recover the permutation representations from this categorified structure, and further, to

point out how categorified Hecke algebras follow directly from such a construction.

The first tool of representation theory is linear algebra. Vector spaces and

linear operators have nice properties, which allow representation theorists to extract

a great deal of information about algebraic gadgets ranging from finite groups to Lie

groups to Lie algebras and their various relatives and generalizations. We start at the

beginning, considering the representation theory of finite groups. Noting the utility

of linear algebra in representation theory, this dissertation is fundamentally based on

the idea that the heavy dependence of linear algebra on fields, very often the complex

numbers, obscures the combinatorial skeleton of the subject. Then, we hope that by

peeling back the soft tissue of the continuum, we may expose and examine the bones,

revealing new truths by working directly with the underlying combinatorics.
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1.3 A Guide to this Work

The present work is composed of two main parts plus an appendix on monoidal

bicategories for reference and a bibliography.

Part one, Groupoidification and Hecke Algebras, is an expository account of

the central problem of this thesis and is given in three chapters. Chapter 2, Matrices,

Spans, and Decategorification, discusses the relationship between matrices and spans of

sets. In particular, we introduce a bicategory of spans of sets as a possible categorifica-

tion of the intertwining operators between permutation representations of a finite group

G. Chapter 3, Categorified Hecke Operators, describes the program of groupoidification,

enriched bicategories, and a bicategory enriched over the monoidal bicategory of spans

of groupoids, which is a natural categorification of intertwining operators and Hecke

algebras. Chapter 4, Applications to Representation Theory and Knot Theory, describes

some applications of the program of groupoidification. In particular, we suggest appli-

cations to knot theory in the form of braided monoidal bicategories following from the

existence of solutions to the Zamolodchikov tetrahedron equation. There are no proofs

in this part of the work.

Part two, Definitions and Theorems, provides the background work, precise

statements of theorems, and proofs as a rigorous foundation for many of the ideas

sketched in the first part. As many of the theorems within involve structures from

higher category theory, we attempt to detail the structural morphisms in each proof,

but leave the checking of axioms to the reader as these reduce in almost all cases to

simple exercises in linear algebra, group theory, or elementary symbol manipulation.

Chapter 5, General Definitions and Theorems, provides basic background facts about

the theory of groupoids and describes the monoidal bicategory of spans of groupoids

using the weak pullback construction. Chapter 6, Degroupoidification, describes the

theory of groupoidification following the work of Baez, Hoffnung, and Walker in [6].

In particular, the monoidal functor, degroupoidification, is described in detail. For

computational use in proving some theorems we describe an alternative approach to

degroupoidification via a pull-push method. Chapter 7, Enriched Bicategories, provides

the complete definition of a V-enriched bicategory, for a monoidal bicategory V. This

is followed by a change of base theorem, which is used in the following chapter, and

we be employed heavily in future work. Chapter 8, Proof of Fundamental Theorem, is

a detailed statement and proof of the Fundamental Theorem of Hecke Operators along

3



with other major theorems in this thesis. In particular, we discuss and prove a corollary

regarding categorified Hecke algebras.

Part three, Appendix and References, details the structure of monoidal bicate-

gories following [20, 21, 31]. Finally, a list of relevant papers and books is given in the

references.
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Part I

First Part: Groupoidification and

Hecke Algebras
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Chapter 2

Matrices, Spans, and

Decategorification

We recall the objects of study and describe the central problem.

2.1 Spans as Matrices

In this section, we consider the notion of spans of sets, a very simple idea,

which is at the heart of categorified representation theory. A span of sets from X to

Y is a pair of functions with a common domain, like so:

S
p

��@@@@@@@
q

���������

Y X

We will often denote a span by its apex, when no confusion is likely to arise, or as

(p, S, q) when necessary.

A span of sets can be viewed as a a matrix of sets:

6



q p
XY

S

For each pair (x, y), we have a set Sx,y = p−1(x) ∩ q−1(y). In particular, if all the sets

Sx,y are finite, this can be ‘decategorified’ to a matrix of natural numbers |Sx,y| — a

very familiar object in linear algebra. In this sense, a span is a ‘categorification’ of a

matrix. We will consider only finite sets throughout this dissertation.

Even better than spans giving rise to matrices, composition of spans gives rise

to matrix multiplication. Given a pair of composable spans:

T

���������
q

��@@@@@@@ S
p

���������

��@@@@@@@

Z Y X

the composite is the pullback of the pair of functions p : S → Y and q : T → Y , which

is a new span:

TS

}}||||||||

  BBBBBBBB

T

���������
q

!!BBBBBBBB S
p

~~||||||||

��@@@@@@@

Z Y X

where TS is the subset of T × S:

{(t, s) ⊆ T × S | p(s) = q(t)},

with the obvious projections to S and T . It is straightforward to check that this process

agrees with matrix multiplication after decategorifying.

While we have not defined the notions of categorification and decategorification

explicitly, we have been hinting at their role in the relationship between spans of finite

sets and matrices of natural numbers. The reason for skirting the definitions is that the

7



notion of ‘categorification’ is simply a heuristic tool allowing us to ‘undo’ the process of

decategorification. Thus, in the above example, we turn spans of finite sets into matrices

of natural numbers simply by counting the number of elements in each set Sx,y. We note

that there is a standard basis of the vector space of linear maps, and each basis element

can be realized as a span of finite sets. Thus, we can recover the entire vector space of

linear maps by constructing the free vector space on this basis. Further, we can turn a

set X into a vector space by constructing the free vector space with basis X. Checking

that composition of spans and matrix multiplication agree after taking the cardinality

of the set-valued entries is the main step in showing that our decategorification process

— spans of sets to linear operators — is functorial.

Since we are interested in the relationship between spans and matrices, we

expect that a good decategorification process should be ‘additive’ in some suitable man-

ner. In particular, we should say how to add ‘categorified linear operators’, or spans.

To define addition of spans, we consider a pair of spans from a set X to a set Y :

S

��@@@@@@@

���������
T

  @@@@@@@

��~~~~~~~

Y X Y X

We can define the sum of S and T as the span:

S ⊔ T

##FFFFFFFFF

{{xxxxxxxxx

Y X

where the legs of S ⊔ T are induced by the universal property of the coproduct.

Using this notion of addition, we can write down a ‘categorified basis’ of spans

of finite sets from X to Y — that is, a set of spans whose corresponding matrices span

the vector space of linear operators from the free vector space with basis X to the free

vector space with basis Y . These categorified basis vectors are the spans:

1

����������

��????????

Y X

where there is one span corresponding to each element (x, y) ∈ X × Y . These are the

irreducible spans — those that cannot be written as the sum of two ‘non-trivial spans’.

A non-trivial span is a span whose apex is the empty set. Colloquially we say that

spans of finite sets categorify linear operators between finite dimensional vector spaces.

8



2.2 Permutation Representations

Again we start with a very simple idea. We want to study the actions of a finite

group G on finite sets — finite G-sets. These extend to permutation representations of

G. We fix the field of real numbers and consider only real representations throughout

this paper.

Definition 1. A permutation representation of a finite group G is a finite-dimensional

representation of G together with a chosen basis such that the action of G maps basis

vectors to basis vectors.

Thus, finite G-sets can be linearized to obtain permutation representations of G. In fact,

we have described a relationship between the objects of the category of finite G-sets and

the objects of the category of permutation representations of G. Given a finite group G,

the category GSet of finite G-sets has:

• finite G-sets as objects,

• G-equivariant functions as morphisms,

and the category PermRep(G) of permutation representations has:

• permutation representations of G as objects,

• intertwining operators as morphisms.

Definition 2. An intertwining operator f : V → W between permutation represen-

tations of a finite group G is a linear operator from V to W that is G-equivariant, i.e.,

commutes with the actions of G.

The main goal of this paper is to categorify the very special algebras of Hecke

operators called the Iwahori-Hecke algebras [13, 34]. Of course, an algebra is a Vect-

enriched category with exactly one object, and the Hecke algebras are isomorphic to

certain one-object subcategories of the Vect-enriched category of permutation represen-

tations. Thus, we consider the morphisms of the category PermRep(G) to be Hecke

operators and refer to the category as the Hecke algebroid — a many-object general-

ization of the Hecke algebra. We will construct a bicategory — or more precisely, an

enriched bicategory — called the Hecke bicategory that categorifies the Hecke algebroid

for any finite group G.

9



There is a functor from finite G-sets to permutation representations of G. As

stated above, the maps between G-sets are G-equivariant functions — that is, functions

between G-sets X and Y that respect the actions of G. Such a function f : X → Y

gives rise to a G-equivariant linear map (or intertwining operator) f̃ : X̃ → Ỹ . However,

there are many more intertwining operators from X̃ to Ỹ than there are G-equivariant

maps from X to Y . In particular, the former is a vector space over the real numbers,

while the latter is a finite set. For example, an intertwining operator f̃ : X̃ → Ỹ may

take a basis vector x ∈ X̃ to any R-linear combination of basis vectors in Ỹ , whereas a

map of G-sets does not have the freedom of scaling or adding basis elements.

So, in the language of category theory the process of linearizing finite G-sets

to obtain permutation representations is a faithful, essentially surjective functor, which

is not at all full.

2.3 Spans of G-Sets

In the previous section, we discussed the relationship between finite G-sets

and permutation representations. In Section 2.1, we saw a basis for the vector space of

linear operators between the free vector spaces on a pair of finite sets X and Y coming

from spans between X and Y . Thinking of finite sets as G-sets with a trivial action of

G suggests that we can generalize this story to obtain a basis for the vector space of

intertwining operators between permutation representations from spans of finite G-sets.

A span of finite G-sets from a finite G-set X to a finite G-set Y is a pair of

maps with a common domain like so:

S
p

��@@@@@@@
q

���������

Y X

where S is a finite G-set, and p and q are G-equivariant maps.

Since the category of finite G-sets and G-equivariant maps has a coproduct,

we can define addition of spans of finite G-sets as we did for finite sets in Section 2.1.

Further, we obtain a basis of intertwining operators from X̃ to Ỹ as spans of G-sets

10



from X to Y . These categorified basis vectors are spans:

S
q

���������
p

��@@@@@@@

Y X

where S ⊆ X × Y is the G-orbit of some point in X × Y , and p and q are the obvious

projections.

At this point, we see the first hints of the existence of a categorified Hecke

algebroid. Having found a basis coming from spans of finite G-sets is promising because

spans of sets — and, similarly G-sets — naturally form a bicategory.

2.4 Bicategories of Spans

The development of bicategories by Benabou [10] is an early example of cate-

gorification. A (small) category consists of a set of objects and a set of morphisms. A

bicategory is a categorification of this concept, so there is a new layer of structure [31].

In particular, a (small) bicategory B consists of:

• a set of objects x, y, z . . .,

• for each pair of objects a set of morphisms,

• for each pair of morphisms a set of 2-morphisms,

and given any pair of objects x, y, there is a hom-category hom(x, y) which has:

• 1-morphisms x→ y of B as objects,

• 2-morphisms:

x y• •
��
DD��

of B as morphisms. There is a vertical composition of 2-morphisms,

• •
��
//
DD

��

��

11



as well as a horizontal composition,

• • •
��
BB

��
BB�� ��

and these are required to satisfy certain coherence axioms, which make these operations

simultaneously well-defined. See Appendix 9 for complete definitions of bicategories and

maps of bicategories.

Benabou’s definition followed from several important examples of bicategories,

which he presented in [10], and which are very familiar in categorified and geometric

representation theory. The first example is the bicategory of spans of sets, which has:

• sets as objects,

• spans of sets as morphisms,

• maps of spans of sets as 2-morphisms.

We defined spans of sets in Section 2.1. A map of spans of sets from a span S to a

span T is a function f : S → T such that the following diagram commutes:

S
p

  @@@@@@@@
q

��~~~~~~~

f

��

Y X

T
q′

__@@@@@@@ p′

>>~~~~~~~

For each finite group G, there is a closely related bicategory Span(GSet), which

has:

• finite G-sets as objects,

• spans of finite G-sets as morphisms,

• maps of spans of finite G-sets as 2-morphisms.

The definitions are the same as in the bicategory of spans of sets, except for the obvious

finiteness condition and that every arrow should be made G-equivariant.

This bicategory seems to be a good candidate for a categorification of PermRep(G).

In the next section, we define a process of decategorification, and see that we do not

recover the Hecke algebroid. Of course, that is not the end of the story. This requires

the development of groupoidification.

12



2.5 Decategorification

In this section, we describe a functor from the bicategory of spans of G-sets to

the category of permutation representations of G.

Consider the bicategory of spans of finite G-sets from the previous section. We

have seen that such spans can be interpreted as categorified intertwining operators be-

tween permutation representations, i.e., matrices whose entries are sets. However, while

counting the number of elements of these sets produces a matrix with natural number

entries, we have not specified a decategorification process, which takes the bicategory

of spans of finite G-sets to the category PermRep(G). Our goal is to obtain the entire

category of permutation representations.

Let us propose such a process and see what goes wrong when we apply it to

Span(GSet). Since the bicategory of spans has a coproduct it is natural to apply a

functor, which one might call an ‘additive Grothendieck construction’ in analogy with

the usual split Grothendieck group construction on abelian categories. This is a functor:

L : Span(GSet) → PermRep(G)

We note that the objects of the bicategory are finite G-sets. Thus, the functor

only needs to linearize these to obtain permutation representations of G as described in

Section 2.3:

X 7→ X̃

The interesting part of this process is turning the hom-categories consisting of spans

of finite G-sets and maps between these spans into vector spaces. To do this, we take

the free vector space on the set of matrices corresponding to isomorphism classes of

irreducible spans — those spans which cannot be written as a coproduct of two non-

trivial spans.

However, there are many more isomorphism classes of irreducible spans of G-

sets from X to Y than needed to span the space of intertwining operators between the

permutation representations X̃ and Ỹ . This is most obvious if we take X = Y = 1 and

take G to be non-trivial. Then the space of intertwining operators is 1-dimensional, but

there are many more isomorphism classes of irreducible spans of G-sets from X to Y .

Such a span has an apex that is a G-set with just a single orbit.

Fortunately, the problem is clear. Given spans of finite G-sets S and T from

X to Y , we say S and T are the same as matrices if they are the same in each matrix

13



entry, i.e., in each fiber over a pair (x, y) ∈ X × Y . This is true precisely when there is

a bijection f : S → T making the following diagram commute:

S

  @@@@@@@@

��~~~~~~~

f

��

Y X

T

__@@@@@@@

>>~~~~~~~

The problem arises when we consider only the G-equivariant maps from S to T . In the

next section, we see that relaxing this requirement solves this problem.

2.6 The Hecke Bicategory — Take One

This section introduces the Hecke bicategory as a bicategory of spans of finite

G-sets. We alter the bicategory Span(GSet) by considering a larger class of 2-morphisms.

We then show that extending the decategorification functor L introduced in the last

section to this new bicategory, we obtain precisely the Hecke algebroid as its image.

Unfortunately, this leaves us with a less than desirable solution, which we now describe.

We consider the bicategory Span∗(GSet) consisting of:

• finite G-sets as objects,

• spans of finite G-sets as morphisms,

• not necessarily G-equivariant maps of spans as 2-morphisms.

The raised asterisk is there to remind us of the new description of the 2-morphisms. Of

course, our decategorification functor L can be applied equally well to any bicategory

of spans of finite sets. Thus, we have, for each finite group G, the functor:

L : Span∗(GSet) → PermRep(G)

The bicategory Span∗(GSet) categorifies the Hecke algebroid PermRep(G), or

more precisely:

Claim 3. Given a finite group G,

L (Span∗(GSet)) ≃ PermRep(G)

as Vect-enriched categories.
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Unfortunately, the use of not-necessarily equivariant maps of G-sets makes this

construction appear artificial. One goal of this paper is to solve this problem by giving a

more natural description of the categorified Hecke algebroid. We do this in Section 8.1.
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Chapter 3

Categorified Hecke Operators

We summarize the new concepts presented in this thesis while sketching the

solution to the central problem. The following sections introduce the necessary machin-

ery to present a more natural description of the Hecke bicategory. Enriched bicategories

are described for use in Section 8.2 to construct the Hecke bicategory and state the

Fundamental Theorem of Hecke Operators.

3.1 Action Groupoids and Groupoid Cardinality

In this section, we draw a connection between G-sets and groupoids via the

‘action groupoid’ construction. We then recall groupoid cardinality [3], which makes this

connection explicit. Groupoid cardinality is discussed in greater detail in Section 6.1.

For anyG-set, there exists a corresponding groupoid, called the action groupoid,

transformation groupoid, or weak quotient:

Definition 4. Given a group G and a G-set X, the action groupoid X//G is the

category which has:

• elements of X as objects,

• pairs (g, x) ∈ G×X as morphisms (g, x) : x→ x′, where g · x = x′.

Composition of morphisms is defined by the product on G.

Of course, associativity follows from associativity in G and the construction defines a

groupoid since any morphism (g, x) : x→ x′ has an inverse (g−1, x′) : x′ → x.

16



So every finite G-set defines a groupoid, and we will see in Section 3.4 that the

weak quotient of G-sets plays an important role in understanding categorified permuta-

tion representations.

Next, we recall the definition of groupoid cardinality [3]:

Definition 5. Given a (small) groupoid G, its groupoid cardinality is defined as:

|G| =
∑

isomorphism classes of objects [x]

1

|Aut(x)|

If this sum diverges, we say |G| = ∞.

In this paper, we will only consider finite groupoids — groupoids with a finite set of

objects and finite set of morphisms. In general, we could allow groupoids with infinitely

many isomorphism classes of objects, and the cardinality of a groupoid would take values

in the non-negative real numbers when the sum converges. Generalized cardinalities have

been studied by a number of authors [18, 30, 32, 41].

Groupoid cardinality makes explicit the relationship between a G-set and the

corresponding action groupoid. In particular, we have the following equation:

|X//G| = |X|/|G|

whenever G is a finite group acting on a finite set X. Using ordinary set cardinality, the

equality:

|X/G| = |X|/|G|

fails to hold unless the group action is free.

Weakening the quotient (X×Y )/G, we obtain the action groupoid (X×Y )//G,

which will be central in categorifying the permutation representation category of a finite

group G. In the next section, we define degroupoidification using the notion of groupoid

cardinality.

3.2 Degroupoidification

In this section, we recall some of the main ideas of groupoidification. Of course,

in practice this means we will discuss the corresponding process of decategorification —

the degroupoidification functor.

To define degroupoidification in [6], we considered a functor from the category

of spans of groupoids to the category of linear operators between vector spaces. In
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the present setting, we will need to extend degroupoidification to a functor between

bicategories.

We extend the functor to a bicategory Span, which has:

• (finite) groupoids as objects;

• spans of (finite) groupoids as 1-morphisms;

• ‘isomorphism classes of equivalences’ of spans of (finite) groupoids as 2-morphisms.

Since all groupoids that show up in this paper arise from the action groupoid

construction on finite G-sets, there is no problem restricting our attention to finite

groupoids.

Arbitrary spans of groupoids form a tricategory, which has not only maps of

spans as 2-morphisms, but also maps of maps of spans as 3-morphisms. Thus, it takes

some work to restrict this structure to a bicategory. While there are more sophisticated

ways of obtaining a bicategory such as requiring that the legs of our spans be fibra-

tions, we do so by taking isomorphism classes of equivalences of spans as 2-morphisms.

Equivalences of spans and isomorphisms between these will be defined in Section 5.3.

Spans of finite groupoids are categorified matrices of non-negative rational

numbers in the same way that spans of finite sets are categorified matrices of natural

numbers. A span of groupoids is a pair of functors with common domain, and we can

picture one of these roughly as follows:

q p
GH

S

Whereas one uses set cardinality to realize spans of sets as matrices, we can use groupoid

cardinality to obtain a matrix from a span of groupoids.

We have seen evidence that a span of groupoids is a categorified matrix, so a

groupoid must be a categorified vector space. To make these notions precise, we define
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a monoidal functor — the degroupoidification functor:

D : Span → Vect,

as follows. Given a groupoid G, we obtain a vector space D(G), called the degroupoidi-

fication of G, by taking the free vector space on the set of isomorphism classes of objects

of G.

We say a groupoid V over a groupoid G:

V

p

��
G

is a groupoidified vector. In particular, from the functor p we can produce a vector

in D(G) in the following way.

The full inverse image of an object x in G is the groupoid p−1(x), which has:

• objects v of V, such that p(v) ∼= x, as objects,

• morphisms v → v′ in V as morphisms.

We note that this construction depends only on the isomorphism class of x. Since the

set of isomorphism classes of G determine a basis of the corresponding vector space, the

vector determined by p can be defined as:

∑

isomorphism classes of objects [x]

|p−1(x)|[x],

where |p−1(x)| is the groupoid cardinality of p−1(x). We note that a ‘groupoidified

basis’ can be obtained in this way as a set of functors from the terminal groupoid 1 to

a representative object of each isomorphism class of G. A groupoidified basis of G is

a set of groupoids V → G over G such that the corresponding vectors give a basis of the

vector space D(G).

Given a span of groupoids,

S
q

����������
p

��>>>>>>>

H G

we want to produce a linear map D(S) : D(G) → D(H). The details are checked in

Section 6.1. Here we show only that given a basis vector of D(G), the span S determines
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a vector in D(H). To do this, we need the notion of the weak pullback of groupoids —

a categorified version of the pullback of sets.

Given a diagram of groupoids:

H
q

��@@@@@@@ G
p

���������

K

the weak pullback of p : G → K and q : H → K is the diagram:

HG

  BBBBBBBB

}}||||||||

H
q

!!CCCCCCCC G
p

~~||||||||

K

where HG is a groupoid whose objects are triples (h, g, α) consisting of an object h ∈ H,

an object g ∈ G, and an isomorphism α : p(g) → q(h) in K. A morphism in HG from

(h, g, α) to (h′, g′, α′) consists of a morphism f : g → g′ in G and a morphism f ′ : h→ h′

in H such that the following square commutes:

p(g)

p(f)
��

α // q(h)

q(f ′)
��

p(g′)
α′

// q(h′)

As in the case of the pullback of sets, the maps out of HG are the obvious projections.

Further, this construction should satisfy a certain universal property, which we describe

in Section 5.3.

Now, given our span and a chosen groupoidified basis vector:

S

��>>>>>>>

����������
1

���������

H G

we obtain a groupoid over H by constructing the weak pullback:

S1

  AAAAAAAA

~~}}}}}}}}

S

  AAAAAAAA

����������
1

~~}}}}}}}}

H G
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Now, S1 is a groupoid over H, and we can compute the resulting vector. In general, to

guarantee that this process defines a linear operator, we need to restrict to the so-called

‘tame’ spans defined in [6]. However, spans of finite groupoids are automatically tame,

so we can safely ignore this issue.

One can check that this process defines a linear operator from a span of

groupoids, and, further, that this process is functorial. This is done in Section refprocess

and Section 6.3.2, respectively. This is the degroupoidification functor. In Section 6.2,

we check that equivalent spans are sent to the same linear operators. It is then straight-

forward to extend this to our bicategory of spans of groupoids by adding identity 2-

morphisms to the category of vector spaces and sending all 2-morphisms between spans

of groupoids to the corresponding identity 2-morphism.

In the next section, we define a notion of enriched bicategories. We will see that

constructing an enriched bicategory depends heavily on having a monoidal bicategory

in hand. The bicategory Span defined above is, in fact, a monoidal bicategory — that

is, Span has a tensor product, which is a functor

⊗ : Span× Span → Span,

along with further structure and satisfying some coherence relations.

We describe the main components of the tensor product on Span. Given a pair

of groupoids G,H, the tensor product G × H is the product in Cat. Further, for each

pair of pairs of groupoids (G,H), (J ,K) there is a functor:

⊗ : Span(G,H) × Span(J ,K) → Span(G × J ,H ×K),

defined as follows:

S

H G

T

K J

S × T

H ×K G × J

,,

,

S

S ′

H G

T

T ′

K J

S × T

S ′ × T ′

H×K G × J

v

������� u

��?????q

������� p

��????? q×v

������ p×u

��????� //

v

������� u

��?????q

������� p

��????? q×v

������ p×u

��????

v′

__?????
u′

??����q′

__?????
p′

??������� �� q′×v′

__????
p′×u′

??����

� //

��

ν
��

///
/// µ

�� ������ ν′

��
///

/// µ′

�� ������
��

4444
�� 
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3.3 Enriched Bicategories

A monoidal structure such as the tensor product on Span discussed in the

previous section is the crucial ingredient for defining enriched bicategories. In particular,

given a monoidal bicategory V with the tensor product ⊗, a V-enriched bicategory has

for each pair of objects x, y, an object hom(x, y) of V. Further, composition involves

the tensor product in V:

◦ : hom(x, y)⊗ hom(y, z) → hom(x, z)

Monoidal bicategories were defined by Gordon, Powers, and Street [20] in 1994 as a

special case of tricategories [16, 21].

In this section, we give a definition of enriched bicategories followed by a change

of base theorem, which says which sort of map f : V → V ′ lets us turn a V-enriched

bicategory into a V ′-enriched bicategory.

Remember that for each finite group G there is a category of permutation repre-

sentations PermRep(G). Enriched bicategories allow us to define a Span-enriched bicate-

gory called the Hecke bicategory, and denoted Hecke(G), which categorifies PermRep(G).

The importance of introducing a theory of enriched bicategories is twofold. First, the

composition structure of the Hecke bicategory is given by spans of groupoids, not func-

tors between groupoids. It follows that the Hecke bicategory is not a bicategory in the

traditional sense. Second, a trivial application of the change of base theorem is the

main tool employed in proving the Fundamental Theorem of Hecke Operators via de-

groupoidification. However, change of base is important, and this is illustrated in [22].

In particular, using some basic topos theory, the change of base theorem also provides a

connection between groupoidification and the alternative view of categorified intertwin-

ing operators as spans of G-sets as discussed in Section 2.6.

Before giving the definition of an enriched bicategory, we recall the definition

of an enriched category — that is, a category enriched over a monoidal category V [29].

An enriched category consists of:

• a set of objects x, y, z . . .,

• for each pair of objects x, y, an object hom(x, y) ∈ V,

• composition and identity-assigning maps that are morphisms in V.
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For example, PermRep(G) is a category enriched over the monoidal category of vector

spaces.

We now define enriched bicategories, which are simply a categorified version of

enriched categories.

Definition 6 ((Enriched bicategory)). Let V be a monoidal bicategory. A V-bicategory

B consists of the following data subject to the following axioms:

Data:

• A set Ob(B) of objects x, y, z, . . .;

• for every pair of objects x, y, a hom-object hom(x, y) ∈ V, which we will often

denote (x, y), while suppressing the tensor product when necessary;;

• a morphism called composition

c = cxyz : hom(x, y)⊗ hom(y, z) → hom(x, z)

for each triple f objects x, y, z ∈ B;

• an identity-assigning morphism

ix : I → hom(x, x)

for each object a ∈ B;

• an invertible 2-morphism called the associator

(w,x)⊗((x,y)⊗(y,z))((w,x)⊗(x,y))⊗(y,z)

(w,y)⊗(y,z) (w,x)⊗(x,z)

(w,z)

a
//

1⊗c

��&
&&&&&&&&&

c⊗1

�������� ����

c

||yyyyyyyyyyyyyy

c

""EEEEEEEEEEEEEE

αabcd

s{ oooooooo

for each quadruple of objects w, x, y, z ∈ B;
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• and invertible 2-morphisms called the right unitor and left unitor

(x,x)⊗(x,y)

(x,y) I⊗(x,y)

(x,y)⊗(y,y)

(x,y)(x,y)⊗I

cxxy

�����������������������

rxy
oo

ix⊗1

OO

cxyy

��?????????????????????

lxy

//

1⊗iy

OO

ρxy

[c?????

?????
λxy

;C�����
�����

for every pair of objects x, y ∈ B;

Axioms:

(v,w)((w,x)((x,y)(y,z)))

((v,w)(w,x))((x,y)(y,z)) ((v,w)(w,x))((x,y)(y,z))

(((v,w)(w,x))(x,y))(y,z)

((v,w)((w,x)(x,y)))(y,z)(v,w)(((w,x)(x,y))(y,z))

(v,w)((w,x)(x,z))

((v,w)(w,x))(x,z)

(v,x)(x,z)

(v,x)((x,y)(y,z))

((v,x)(x,y))(y,z)

(v,y)(y,z)

((v,w)(w,y))(y,z)(v,w)((w,y)(y,z))

(v,w)(w,z)

(v,z)a

��											

a

ZZ55555555555

1×a

ZZ55555555555

a
oo

a×1

��											

a

��									

c×1
44hhhhhhhhhhhhhhhhhhhh

1×c
jjVVVVVVVVVVVVVVVVVVVV

a

ZZ555555555

1×c

��

1×c

ccGGGGGGGGGGGGGGGGGGGGGGGG

a
oo

c×1

;;wwwwwwwwwwwwwwwwwwwwwwww

c×1

��

1×c

ffMMMMMMMMMMMMM

1×(1×c)

ddIIIIIIIIIIIIII

c×1

88qqqqqqqqqqqqq

(c×1)×1

::uuuuuuuuuuuuuu

(1×c)×1

��

1×(c×1)

��

c

44

c

��

c

jj

π

KS
α×1 #+OOOO

OOOO

∼ks

σ2
&.TTTT TTTTσ1

V^4444
4444

σ3 �#
?????

?????

(1×α)−1

3;oooo oooo

α−1
3

v~

α1

;C
α2

[c
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((x,y)⊗(y,y))⊗(y,z) (x,y)⊗((y,y)⊗(y,z))

((x,y)⊗I)⊗(y,z) (x,y)⊗(I⊗(y,z))

(x,y)⊗(y,z) (x,y)⊗(y,z)

(x,z)

1⊗(iy⊗1)

a //

(1⊗iy)⊗1

OO OO

a //

c⊗1

��?????????????

1⊗c

��?????????????

r⊗1

GG�����������������������

1⊗l

GG�����������������������

c
,,ZZZZZZZZZZ c

rrdddddddddd

1

88

α

s{ oooooooo

µabc #+OOOO
OOOO

ρ⊗1 � 
::::

::::

(1⊗λ)−1T\σ #+

σ is the component 2-cell expressing the pseudo naturality of the associator for the tensor

product in the monoidal bicategory V, and the arrow marked ∼ is just the associator

natural isomorphism in the underlying bicategory of V.

We note that diagrams similar to our axioms of enriched bicategories appeared

in the work of Aguilar and Mahajan [1].

Given a monoidal bicategory V, which has only identity 2-morphisms, then

every V-bicategory is a V-category in the obvious way, and every V-enriched category

can be trivially extended to a V-bicategory. This flexibility will allow us to think of

PermRep(G) as either a Vect-enriched category or as a Vect-enriched bicategory.

Now we state a change of base construction which allows us to change a V-

enriched bicategory to a V ′-enriched bicategory.

Theorem 7. Given a lax-monoidal homomorphism of monoidal bicategories f : V → V ′

and a V-bicategory BV , then there is a V ′-bicategory

f̄(BV).

Proof. This is Theorem 72 in Section 7.1.3.

A monoidal homomorphism is just the obvious sort of map between monoidal

bicategories [20, 21]. A lax -monoidal homomorphism f is a bit more general: it need not

preserve the tensor product up to isomorphism. Instead, it preserves the tensor product

only up to a morphism:

f(x)⊗′ f(y) → f(x⊗ y).
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The data of the enriched bicategory f̄(BV) is straightforward to write down

and the proof of the claim is a trivial, yet tedious surface diagram chase. Here we just

point out the most important idea. The new enriched bicategory f̄(BV) has the same

objects as BV , and for each pair of objects x, y, the hom-category of f̄(BV) is:

homf̄(BV )(x, y) := f(homBV
(x, y))

This theorem will allow us to pass from the more natural definition of the

Hecke bicategory, which we define in the next section, to our original definition of the

Hecke bicategory as the bicategory of spans of finite G-sets Span∗(GSet).

3.4 The Hecke Bicategory — Take Two

We are now in a position to present a more satisfactory categorification of the

intertwining operators between permutation representations of a finite group G. This is

the Span-enriched category Hecke(G) — the Hecke bicategory.

Theorem 8. Given a finite group G, there is a Span-enriched bicategory Hecke(G)

which has:

• finite G-sets X,Y,Z . . . as objects,

• for each pair of finite G-sets X,Y , an object of Span, the action groupoid:

hom(X,Y ) = (X × Y )//G,

• composition

◦ : (X × Y )//G× (Y × Z)//G→ (X × Z)//G

is the span of groupoids,

(X × Y × Z)//G
(pX×pY )×(pY ×pZ)

**UUUUUUUUUUUUUUUUU
pX×pZ

vvlllllllllllll

(X × Z)//G (X × Y )//G × (Y × Z)//G

• for each finite G-set X, an identity assigning span from the terminal groupoid 1

to (X ×X)//G,

• invertible 2-morphisms in Span assuming the role of the associator and left and

right unitors.
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Proof. This is Theorem 73 in Section 8.1.

Given this structure one needs to check that the axioms of an enriched bicate-

gory are satisfied; however, we will not prove this here. Combining the degroupoidifica-

tion functor of Section 6.1, the change of base theorem of Section 3.3, and the enriched

bicategory Hecke(G) described above, we can now state the Fundamental Theorem of

Hecke Operators. This is the content of the next section.

3.5 The Fundamental Theorem of Hecke Operators

In this section, we make the relationship between the Hecke algebroid PermRep(G)

of permutation representations of a finite group G and the Hecke bicategory Hecke(G)

precise. The idea is that for each finite group G, the Hecke bicategory Hecke(G) cate-

gorifies PermRep(G).

We recall the functor degroupoidification:

D : Span → Vect

which replaces groupoids with vector spaces and spans of groupoids with linear oper-

ators. With this functor in hand, we can apply the change of base theorem to the

Span-enriched bicategory Hecke(G). In other words, for each finite group G there is a

Vect-enriched bicategory:

D̄ (Hecke(G)) ,

which has

• permutation representations X,Y,Z, . . . of G as objects,

• for each pair of permutation representations X,Y , the vector space

hom(X,Y ) = D ((X × Y )//G)

with G-orbits of X × Y as basis. Of course, a Vect-enriched bicategory is also a Vect-

enriched category. The following is the statement of the Fundamental Theorem of Hecke

Operators, an equivalence of Vect-enriched categories.

Theorem 9. Given a finite group G,

D̄ (Hecke(G)) ≃ PermRep(G)

as Vect-enriched categories.
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Proof. This is Theorem 74 in Section 8.2.

More explicitly, this says that given two permutation representations X and

Y , the vector space of intertwining operators between them can be constructed as the

degroupoidification of the groupoid (X × Y )//G.

An important corollary of the Fundamental Theorem of Hecke Operators is

that for certain G-sets, which are the flag varieties X associated to Dynkin diagrams,

the hom-groupoid Hecke(X,X) categorifies the associated Hecke algebra.

Corollary 10. Hecke algebras

Proof. This is Corollary 75 in Section 8.3.

We will describe these Hecke algebras in Section 4.2 and make the relationship

to the Hecke bicategory and some of its applications explicit in Section 4.3.
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Chapter 4

Applications to Representation

Theory and Knot Theory

Degroupoidification is a systematic process; groupoidification is the attempt

to undo this process. The previous section explains degroupoidification—but not why

groupoidification is interesting. The interest lies in its applications to concrete examples.

So, let us sketch an application to Hecke algebras. See [6] for a sketch of applications to

Feynman diagrams and Hall algebras.

4.1 Hecke Algebras

The main theorem of this paper was the Fundamental Theorem of Hecke Op-

erators. This is, in fact, a statement about categorified Hecke algebras. There is a nice

collection of literature on categorified Hecke algebras as they have played a central role

in the development of categorified and geometric representation theory.

In Section 2.3, we motivated the notion of a categorification of permutation rep-

resentations and intertwining operators via connections with spans of sets — especially

finite G-sets. This leads us to an awkward first construction of the Hecke bicategory as

Span∗(GSet). We spent the rest of the paper building a more natural construction of

the Hecke bicategory, and a way to relate said construction Hecke(G) to Span∗(GSet).

In applying the categorified Hecke algebra to knot theory, the more concrete

description of the Hecke bicategory Span∗(GSet) as spans of finite G-sets, allows a

hands-on approach to the 2-morphisms, i.e., the not-necessarily G-equivariant maps of

spans. We show that in certain cases these are Yang-Baxter operators that satisfy the
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Zamolodchikov tetrahedron equation.

4.2 Hecke Algebras as Intertwining Algebras

In this section, we recall some descriptions of the Hecke algebra and note a

categorification of these algebras in the context of the Fundamental Theorem of Hecke

Operators. Categorified Hecke algebras have been studied by a number of authors in var-

ious contexts including Soergel bimodules citeSoe, a recent diagrammatic interpretation

of the work of Soergel by Elias and Khovanov [17], and a geometric interpretation by

Webster and Williamson [40]. Further, Hecke categories have been studied in the context

of the Kazhdan-Lusztig conjectures [28]. Hecke algebras are close relatives of quantum

groups, which have provided the major thrust in research in categorified representation

theory. See [19, 26, 37], for example.

Hecke algebras are constructed from a Dynkin diagram and a prime power.

Moreover, they are algebras of Hecke operators. The term ‘Hecke operator’ is largely

confined to the realm of number theory and modular forms, but it makes sense to

say that the Hecke algebras with which we are concerned at present consist of Hecke

operators. That is, the notion of Hecke operator can be interpreted quite broadly as

the Hecke algebra is just a special example of a vector space of intertwining operators

between permutation representations.

There are several well-known equivalent descriptions of the Hecke algebra

H(Γ, q) obtained from a Dynkin diagram Γ and a prime power q. One kind of Hecke

algebra, commonly referred to as the Iwahori-Hecke algebra, is a q-deformation of the

group algebra of the Coxeter group of Γ. A standard example of a Coxeter group associ-

ated to a Dynkin diagram is the symmetric group on n letters Sn, which is the Coxeter

group of the An−1 Dynkin diagram. We will return to this definition in Section 4.3 and

see that it lends itself to combinatorial applications of the Hecke algebra. This combi-

natorial aspect comes from the close link between the Coxeter group and its associated

Coxeter complex, a finite simplicial complex which plays an essential role in the theory

of buildings [12].

Hecke algebras have an alternative definition as algebras of intertwining oper-

ators between certain coinduced representations [13]. Given a Dynkin diagram Γ and

prime power q, there is an associated simple algebraic group G = G(Γ, q). Choosing

a Borel subgroup B ⊂ G, i.e., a maximal solvable subgroup, we can construct the
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corresponding flag variety X = G/B, a transitive G-set.

Now, for a finite group G and a representation V of a subgroup H ⊂ G, the

coinduced representation of G from H is defined as the V -valued functions on G, which

commute with the action of H:

CoIndGH = {f : G→ V | h · f(g) = f(hg)}

The action of g ∈ G is defined on a function f : G → V as g · f(g′) = f(g′g−1). A

standard fact about finite groups says that the representation coinduced from the trivial

representation of any subgroup is the permutation representation on the cosets of that

subgroup.

Thus, from the trivial representation of a Borel subgroup B, we obtain the

permutation representation on the cosets of B, i.e., the flag variety X. Then the Hecke

algebra is defined as the algebra of intertwining operators from X̃ to itself:

PermRep(G)(X̃, X̃) := H(Γ, q),

where G = G(Γ, q) and we use the notation C(A,B) to denote hom(A,B) in the category

C.

Given this definition of the Hecke algebra, we have an immediate corollary to

Theorem 9:

Corollary 11. Given a finite group G = G(Γ, q), the hom-category Hecke(G)(X̃, X̃)

categorifies H(Γ, q).

4.3 The Categorified Hecke Algebra and 2-Tangles

Now that we have developed the machinery of the Fundamental Theorem of

Hecke Operators, and we have seen a categorification of Hecke algebras abstractly as a

corollary, we can look at a concrete example. The categorified Hecke algebra is particu-

larly easy to understand from our original definition of the Hecke bicategory Span∗(GSet)

as the bicategory of finite G-sets, spans of G-sets, and not-necessarily equivariant maps

of spans. Further, in this categorified picture we can see relationships with 2-tangles in

4-dimensional space.

While we found it useful in considering the Fundamental Theorem of Hecke

Operators to view Hecke algebras as algebras of intertwining operators, viewing the

Hecke algebra as a q-deformation of a Coxeter group [23] is helpful in examples.
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Any Dynkin diagram gives rise to a simple Lie group, and the Weyl group of

this simple Lie group is a Coxeter group. Let Γ be a Dynkin diagram. We write d ∈ Γ to

mean that d is a dot in this diagram. Associated to each unordered pair of dots d, d′ ∈ Γ

is a number mdd′ ∈ {2, 3, 4, 6}. In the usual Dynkin diagram conventions:

• mdd′ = 2 is drawn as no edge at all,

• mdd′ = 3 is drawn as a single edge,

• mdd′ = 4 is drawn as a double edge,

• mdd′ = 6 is drawn as a triple edge.

For any prime power q, our Dynkin diagram Γ gives a Hecke algebra. The

Hecke algebra H(Γ, q) corresponding to this data is the associative R-algebra with one

generator σd for each d ∈ Γ, and relations:

σ2d = (q − 1)σd + q

for all d ∈ Γ, and

σdσd′σd · · · = σd′σdσd′ · · ·

for all d, d′ ∈ Γ, where each side has mdd′ factors.

When q = 1, this Hecke algebra is simply the group algebra of the Coxeter

group associated to Γ: that is, the group with one generator sd for each dot d ∈ Γ, and

relations

s2d = 1, (sdsd′)
mdd′ = 1.

So, the Hecke algebra can be thought of as a q-deformation of this Coxeter group.

We recall the flag variety X = G/B from Section 4.2. This set is a smooth

algebraic variety, but we only need the fact that it is a finite set equipped with a

transitive action of the finite group G. Starting from just this G-set X, we can see an

explicit picture of the categorified Hecke algebra of spans of G-sets from X to X.

The key is that for each dot d ∈ Γ there is a special span of G-sets that

corresponds to the generator σd ∈ H(Γ, q). To illustrate these ideas, let us consider the

simplest nontrivial example, the Dynkin diagram A2:

• •
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The Hecke algebra associated to A2 has two generators, which we call P and L, for

reasons soon to be revealed:

P = σ1, L = σ2.

The relations are

P 2 = (q − 1)P + q, L2 = (q − 1)P + q, PLP = LPL.

It follows that this Hecke algebra is a quotient of the group algebra of the 3-strand braid

group, which has two generators P and L, which we can draw as tangles in 3-dimensional

space:

P = L =

and one relation PLP = LPL:

=

called the Yang–Baxter equation or third Reidemeister move. This is why Jones could use

traces on the An Hecke algebras to construct invariants of knots [25]. This connection

to knot theory makes it especially interesting to categorify Hecke algebras.

So, let us see what the categorified Hecke algebra looks like, and where the

Yang–Baxter equation comes from. The algebraic group corresponding to the A2 Dynkin

diagram and the prime power q is G = SL(3,Fq), and we can choose the Borel subgroup

B to consist of upper triangular matrices in SL(3,Fq). Recall that a complete flag in

the vector space F3
q is a pair of subspaces

0 ⊂ V1 ⊂ V2 ⊂ F3
q.

The subspace V1 must have dimension 1, while V2 must have dimension 2. Since G acts

transitively on the set of complete flags, while B is the subgroup stabilizing a chosen flag,

the flag variety X = G/B in this example is just the set of complete flags in F3
q—hence

its name.
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We can think of V1 ⊂ F3
q as a point in the projective plane FqP

2, and V2 ⊂ F3
q

as a line in this projective plane. From this viewpoint, a complete flag is a chosen point

lying on a chosen line in FqP
2. This viewpoint is natural in the theory of ‘buildings’,

where each Dynkin diagram corresponds to a type of geometry [12]. Each dot in the

Dynkin diagram then stands for a ‘type of geometrical figure’, while each edge stands

for an ‘incidence relation’. The A2 Dynkin diagram corresponds to projective plane

geometry. The dots in this diagram stand for the figures ‘point’ and ‘line’:

point • • line

The edge in this diagram stands for the incidence relation ‘the point p lies on the line

ℓ’.

We can think of P and L as special elements of the A2 Hecke algebra, as

already described. But when we categorify the Hecke algebra, P and L correspond to

irreducible spans of G-sets – that is, not a coproduct of two non-trivial spans of G-sets.

Let us describe these spans and explain how the Hecke algebra relations arise in this

categorified setting.

The objects P and L can be defined by giving irreducible spans of G-sets:

P

~~~~~~~~~

  @@@@@@@@ L

��~~~~~~~

  @@@@@@@

X X X X

In general, any span of G-sets

S
q

��~~~~~~~
p

��@@@@@@@

X X

such that q×p : S → X×X is injective can be thought of as G-invariant binary relation

between elements of X. Irreducible G-invariant spans are always injective in this sense.

So, such spans can also be thought of as G-invariant relations between flags. In these

terms, we define P to be the relation that says two flags have the same line, but different

points:

P = {((p, ℓ), (p′, ℓ)) ∈ X ×X | p 6= p′}

Similarly, we think of L as a relation saying two flags have different lines, but the same

point:

L = {((p, ℓ), (p, ℓ′)) ∈ X ×X | ℓ 6= ℓ′}.
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Given this, we can check that

P 2 ∼= (q − 1)× P + q × 1, L2 ∼= (q − 1)× L+ q × 1, PLP ∼= LPL.

Here both sides refer to spans of G-sets. Addition of spans is defined using coproduct,

while 1 denotes the identity span from X to X. We use ‘q’ to stand for a fixed q-element

set, and similarly for ‘q − 1’. We compose spans of G-sets using the ordinary pullback.

To check the existence of the first two isomorphisms above, we just need to

count. In FqP
2, the are q + 1 points on any line. So, given a flag we can change

the point in q different ways. To change it again, we have a choice: we can either

send it back to the original point, or change it to one of the q − 1 other points. So,

P 2 ∼= (q − 1) × P + q × 1. Since there are also q + 1 lines through any point, similar

reasoning shows that L2 ∼= (q − 1)× L+ q × 1.

The Yang–Baxter isomorphism

PLP ∼= LPL

is more interesting. For this isomorphism we will draw the corresponding 2-tangle in

4-dimensional space [8]:

We construct it as follows. First consider the left-hand side, PLP . So, start with a

complete flag called (p1, ℓ1):

p1
ℓ1

Then, change the point to obtain a flag (p2, ℓ1). Next, change the line to obtain a flag

(p2, ℓ2). Finally, change the point once more, which gives us the flag (p3, ℓ2):

p1
ℓ1

p1
ℓ1

p2

p1
ℓ1

p2

ℓ2

p1
ℓ1

p2

ℓ2
p3
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The figure on the far right is a typical element of PLP .

On the other hand, consider LPL. So, start with the same flag as before,

but now change the line, obtaining (p1, ℓ
′
2). Next change the point, obtaining the flag

(p′2, ℓ
′
2). Finally, change the line once more, obtaining the flag (p′2, ℓ

′
3):

p1
ℓ1

p1
ℓ1

ℓ′2

p1
ℓ1

ℓ′2

p′2
p1

ℓ1

ℓ′2

p′2
ℓ′3

The figure on the far right is a typical element of LPL.

Now, the axioms of projective plane geometry say that any two distinct points

lie on a unique line, and any two distinct lines intersect in a unique point. So, any figure

of the sort shown on the left below determines a unique figure of the sort shown on the

right, and vice versa:

Comparing this with the pictures above, we see this bijection induces an isomorphism

of spans PLP ∼= LPL. So, we have derived the Yang–Baxter isomorphism from the

axioms of projective plane geometry!

While the Yang-Baxter equation is present in the generators and relations de-

scription of the Hecke algebra, we have seen that the categorified setting allows us to

view these equations as isomorphisms of spans of G-sets. As such, these Yang-Baxter

operators satisfy an equation of their own – the Zamolodchikov tetrahedron equation [27].

However, this equation only appears in the categorified An Hecke algebra, for n ≥ 3.

We can assign braids on four strands to the generators of the A3 Hecke algebra:

P = L = S =

where composition of spans, or multiplication in the Hecke algebra, corresponds to

stacking of braid diagrams. Then we can express the Zamolodchikov equation – as an
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equation in the categorified Hecke algebra – in the form of a commutative diagram of

braids [2, 14]:

HH
BB

77
;;

77
;;

CC
BB

77
;;

v~ ttttt
ttttt

 (JJJJJ
JJJJJ

�#
??????

??????

{� ������

������

�#
??????

??????

{� ������

������

 (JJJJJ
JJJJJ

v~ ttttt
ttttt

This is just the beginning of a wonderful story involving Dynkin diagrams of

more general types, incidence geometries, logic, braided monoidal 2-categories [9, 35],

knot invariants, topological quantum field theories, geometric representation theory, and

more!
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Part II

Second Part: Definitions and

Theorems
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Chapter 5

General Definitions and

Theorems

5.1 Basics of Groupoids

Definition 12. A groupoid G is a category in which all morphisms are invertible.

Definition 13. We denote the set of objects in a groupoid G by Ob(G) and the set of

morphisms by Mor(G).

In the present work, all of the groupoids we encounter will be finite — they have a

finite set of objects — and are locally finite — given any pair of objects, the set of

morphisms from one object to the other is finite.

Definition 14. A functor p : G → H between categories is a pair of functions p : Ob(G) →

Ob(H) and p : Mor(G) → Mor(H) such that p(1x) = 1p(x) for x ∈ Ob(G) and p(fg) =

p(f)p(g) for f, g ∈ Mor(G).

Definition 15. A natural transformation α : p ⇒ q between functors p, q : G → H

consists of a morphism αx : p(x) → q(x) in Mor(H) for each x ∈ Ob(G) such that for

each morphism f : x→ x′ in Mor(G) the following naturality square commutes:

p(x)
αx //

p(f)
��

q(x)

q(f)
��

p(x′) αx′

// q(x′)
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Definition 16. A natural isomorphism is a natural transformation α : p⇒ q between

functors p, q : G → H such that for each x ∈ Ob(G), the morphism αx is invertible.

Note that a natural transformation between functors between groupoids is necessarily a

natural isomorphism.

Notation 17. We will use Grpd to denote the 2-category of groupoids, functors, and

natural isomorphisms.

In what follows, and throughout the paper, we write x ∈ G as shorthand for x ∈ Ob(G).

Also, several places throughout this paper we have used the notation α·p or p·α to denote

operations combining a functor p and a natural transformation α. These operations are

called ‘whiskering’:

Definition 18. Given groupoids G, H and J , functors p : G → H, q : H → J and

q′ : H → J , and a natural transformation α : q ⇒ q′, there is a natural transformation

α · p : qp ⇒ q′p called the right whiskering of α by q. This assigns to any object

x ∈ G the morphism αp(x) : q(p(x)) → q′(p(x)) in H, which we denote as (α · p)x.

Similarly, given a groupoid K and a functor r : H → K, there is a natural transformation

r · α : rq ⇒ rq′ called the left whiskering of α by r. This assigns to any object y ∈ H

the morphism r(αy) : rq(y) → rq′(y) in K, which we denote as (r · α)y.

Definition 19. A functor p : G → H between groupoids is called an equivalence if there

exists a functor q : H → G, called the weak inverse of p, and natural isomorphisms

η : qp⇒ 1G and ρ : pq ⇒ 1H. In this case we say G and H are equivalent.

Definition 20. A functor p : G → H between groupoids is called faithful if for each

pair of objects x, y ∈ G the function p : hom(x, y) → hom(p(x), p(y)) is injective.

Definition 21. A functor p : G → H between groupoids is called full if for each pair of

objects x, y ∈ G, the function p : hom(x, y) → hom(p(x), p(y)) is surjective.

Definition 22. A functor p : G → H between groupoids is called essentially surjective

if for each object y ∈ H, there exists an object x ∈ G and a morphism f : p(x) → y in

H.

A functor has all three of the above properties if and only if the functor is an equivalence.

It is often convenient to prove two groupoids are equivalent by exhibiting a functor which

is full, faithful and essentially surjective.
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5.2 Spans of Groupoids

Definition 23. A span of groupoids is a pair of functors in Grpd with a common

source object.

S

����������

��>>>>>>>

H G

We think of such a span as a morphism from G to H. We can also talk about maps

between spans of groupoids:

Definition 24. Given a pair of parallel spans in a Grpd, a map between spans

is a triple (f, µ, ν) consisting of a functor f : S → S ′ together with a pair of natural

isomorphisms µ : p⇒ p′f and ν : q ⇒ q′f such that the following diagram commutes:

S

H G

S′

q

�����������
p

��?????????

q′

__????????? p′

??���������

f

��

ν

��
////

////
µ

�� ����
����

Maps between spans can be composed both vertically and horizontally suggest-

ing the existence of a bicategory of spans of groupoids. We discuss these composition

operations in detail below as the weak pullback for horizontal composition and in Sec-

tion 5.4 for vertical composition. However, maps of spans as defined above are not quite

the right type of 2-morphism for our purposes. We, in fact, want equivalences of spans

as defined here.

Definition 25. An equivalence of spans of groupoids

S
q

����������
p

��>>>>>>> S ′

q′

~~~~~~~~~~
p′

��????????

H G H G

is a map of spans (f, µ, ν) from S to S ′ together with a map of spans (g, µ′, ν ′) from

S ′ to S and natural isomorphisms γ : gf ⇒ 1 and γ′ : fg ⇒ 1 such that the following

equations hold:

1p = (p · γ)(µ′ · f)µ 1q = (q · γ)(ν ′ · f)ν

1p′ = (p′ · γ′)(µ · g)µ′ 1q′ = (q′ · γ′)(ν · g)ν ′.
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There is a category consisting of:

• groupoids

• equivalence classes of spans of groupoids.

The composition of morphisms in this category is defined via the ‘weak pull-

back’. The data needed to construct a weak pullback of groupoids is a ‘cospan’:

Definition 26. Given groupoids G and H, a cospan is a diagram

H

q
��@@@@@@@ G

p
���������

J

in Grpd.

Definition 27. Given a cospan in the 2-category Grpd:

H

q
��@@@@@@@ G

p
���������

J

the weak pullback is the groupoid where:

• an object is a triple (y, α, x), where x ∈ G, y ∈ H, and α : p(x) → q(y);

• a morphism from (y, α, x) to (y′, α′, x′) is a pair of morphisms σ : x → x′ in X

and τ : y → y′ in Y such that the following diagram commutes:

q(y)

q(τ)
��

p(x)
αoo

p(σ)
��

q(y′) p(x′)
α′

oo

as morphisms.

We will discuss weak pullbacks and their universal property in greater detail in Sec-

tion 5.3. Given a pair of composable spans:

T

����������

��@@@@@@@@ S

����������

��>>>>>>>

K H G
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we write the composite as the weak pullback:

T S

}}{{{{{{{{

!!BBBBBBBB

T

����������

!!BBBBBBBB S

~~||||||||

��>>>>>>>

K H G

This composition process only makes sense, however, if we choose a weak pullback for

each cospan in Grpd. We also have maps between maps between spans:

Definition 28. Given a parallel pair of maps of spans f = (f, µ, ν) and g = (g, µ′, ν ′)

in Grpd:

S

H G

S′

q

�����������������������

p

��?????????????????????

q′

__?????????????????????

p′

??���������������������

f

��

g

��

�
�

�
�

�
�

�
�
 

!
"

$
%

&
'

ν

��
4444

4444
µ

�� 










ν′

��
/

/
/

/
/

/
µ′

{� �
�

�
�

�
�

α

ck OOOO

then a map of maps of spans α : f ⇛ g consists of a natural isomorphism α : f ⇒ g

making the above diagram commute, i.e. (p′ · α)µ = µ′ and (q′ · α)ν = ν ′.

Maps of maps of spans compose in the obvious way. We describe this in Section 5.4.

Definition 29. Given a pair of maps of maps of spans α : f ⇛ g and β : g ⇛ f , if

βα = 1f and αβ = 1g, then β is called the right inverse of α and α is called the

left inverse of β. In this case we say α is an isomorphism. Then f and g are

isomorphic as maps of spans. We write [f ] to indicate the isomorphism class of maps

of spans represented by (f, µ, ν).

It is now straightforward to define a functorial composition process for spans

of groupoids and the maps between spans. This will be the horizontal composition for

the bicategory consisting of:
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• groupoids

• spans of groupoids

• isomorphism classes of equivalences of spans

which we define explicitly in Section 5.3.

Consider the parallel pairs of composable spans with a pair of maps of spans

between them:

ST

H GJ

S′T ′

q

���������������

p

��?????????????

q′

__?????????????
p′

??�������������

f

��

r

��?????????????

u

���������������

r′

??�������������

u′

__?????????????

g

��

ν
 (JJJJ µ

s{ ooooooν′

#+OOOOOO µ′

s{ oooooo

We want composition to yield a map between the composite spans in a functorial manner.

That is, the weak pullback should induce functors called composition:

Span(G,H) × Span(H,J ) → hom(G,J ).

This is due to the fact that the weak pullback is equivalent to a certain limit in the

2-category Grpd — composition yields:

J

T S

T ′S′

G

uπT

���������������

u′πT ′

__?????????????
p′πS′

??�������������

pπS

��?????????????

f̃g

��

ν′

#+OOOOOO µ
s{ oooooo

with f̃ g defined by:

(t, α, s) 7→ (g(t), µ′tαν
−1
s , f(s)).
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5.3 Weak Pullbacks and Equivalences of Spans

We described pullbacks and weak pullbacks in [6]. We will describe weak

pullbacks and their universal property here in detail and give a more complete description

of the bicategory of spans of groupoids. As with weak pullbacks in a category, we want

to understand how to pull back cospans, but this time in a bicategory, however the

definition of cospan does not change.

Definition 30. A cospan in the 2-category Grpd is a pair of functors with common

codomain.

We define the weak pullback as a limit in the 2-category Grpd. Actually, the

definition is equivalent to the limit of the cospan, although slightly modified.

Definition 31. Given a cospan:

H G

J

g
��?????????

f
�����������

in the 2-category Grpd, the weak pullback is an object P in Grpd with projection

1-morphisms and a 2-isomorphism, like so:

P

H G

J

g
��?????????

f
�����������

q

�����������
p

��?????????

φks

such that:

• for any object Q in Grpd with 1-morphisms and a 2-isomorphism, like so:

Q

H G

J

g
��?????????

f
�����������

n

�����������
m

��?????????

ψks
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then there exists a 1-morphism h : Q → P and a pair of 2-isomorphisms α : ph⇒

m and β : qh⇒ n such that

f · α ◦ φ · h ◦ g · β−1 = ψ,

• and given any pair of 1-morphisms h, j : Q → P and 2-morphisms α′ : ph ⇒ pj

and β′ : qh⇒ qj such that:

φ · j ◦ g · β′ = f · α′ ◦ φ · h,

then there exists a unique 2-morphism γ : h⇒ j such that p ·γ = α′ and q ·γ = β′.

The universal property of weak pullbacks should guarantee that given a cospan

in a bicategory B, any two pullbacks, i.e, quadruples (q, P, p, φ) and (n,Q,m,ψ), should

be equivalent in some sense. In fact, the next proposition shows that the equivalence

between any two weak pullbacks in Grpd is an equivalence of spans, i.e., the spans

(q, P, p) and (n,Q,m) from G to H are equivalent as spans in the sense described in

Section 5.3.

Proposition 32. The weak pullback is defined up to equivalence of spans in Span(Grpd).

Proof. Consider a cospan:

H G

J

g
��?????????

f
�����������

in Grpd and a pair of weak pullback datum (q, P, p, φ) and (n,Q,m,ψ) in Grpd.

From the universal property we have a pair of maps of spans:

(β, h, α) : (n,Q,m) → (q, P, p)

such that:

g · β ◦ φ · h ◦ f · α−1 = ψ

and

(β̃, h̃, α̃) : (q, P, p) → (n,Q,m)

such that:

g · β̃ ◦ ψ · h̃ ◦ f · α̃−1 = φ.
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Then to induce a unique 2-cell from the universal property, we consider the

parallel 1-morphisms:

1P , hh̃ : P → P,

and the 2-morphisms:

α′ := α̃ ◦ α · h̃ : phh̃⇒ p and β′ := β̃ ◦ β · h̃ : qhh̃⇒ q.

Substituting the above equation for ψ into the above equation for φ gives:

φ = g · β̃ ◦ [(g · β ◦ φ · h ◦ f · α−1) · h̃] ◦ f · α̃−1.

It is then clear that the equation:

φ ◦ f · α′ = g · β′ ◦ φ · hh̃

holds. Looking back to the universal property of weak pullbacks, we now obtain the

desired unique 2-morphism

γ : hh̃⇒ 1P

with the property that:

p · γ = α′ and q · γ = β′.

We can draw this as:

P

A B

P

p

�����������������������

q

��?????????????????????

p

__?????????????????????

q

??���������������������

hh̃

��

1P

��

�
�

�
�

�
�

�
�
 

!
"

$
%

&
'

α′

��
4444

4444
β′

�� 










Id

��
/

/
/

/
/

/
Id

{� �
�

�
�

�
�

γ

ck OOOO

In particular,

γ : (β′, hh̃, α′) ⇛ (1, 1P , 1)

is a map of maps of spans.
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Swapping hh̃ and 1P in this argument and taking the inverses α′−1 and β′−1

of the corresponding 2-morphisms, we similarly obtain a unique map:

γ′ : 1P ⇒ hh̃,

with the property that:

p · γ′ = α′−1 and q · γ′ = β′−1.

This gives a map of spans:

γ′ : (1, 1P , 1) ⇛ (β′−1, hh̃, α′−1),

which composed with γ gives the unique map of maps of spans

γ′γ : (β′, hh̃, α′) ⇒ (β′−1, hh̃, α′−1).

This implies that γ′γ is the identity. Reversing this argument we see that γγ′ is also the

identity, and thus, γ−1 = γ′. i.e., γ is an isomorphism. We can reverse the full argument

to see that h̃h is isomorphic to the identity map of spans on (n,Q,m).

This completes the proof that any two pullbacks of a given cospan are equiva-

lent as spans.

Proposition 33. The weak pullback in the 2-category Grpd described in Definition 27

has the same universal property described above.

Proof. Given the weak pullback diagram:

H×J G

H G

J

q

�����������
p

��?????????

g
�����������

f
��????????? φ

∼=ks

and any other weak pullback diagram:

Q

H G

J

n

�����������
m

��?????????

g
�����������

f
��????????? ψ

∼=ks
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there is a functor:

h : Q → H×J G

defined by:

x 7→ (m(x), n(x), ψx)

(ρ : x→ x′) 7→ (m(ρ), n(ρ)) : (m(x), n(x), ψx) → (m(x′), n(x′), ψx′)

and the requisite diagram commutes by naturality of ψ.

m(x)
m(ρ) //

ψx

��

m(x′)

ψx′

��
n(x)

n(ρ)
// n(x′)

It is not difficult to check that this process preserves identities and composition. The

required natural transformations are the identities, since ph = m and qh = n, and the

first equality of the universal property is easily checked as φ · h = ψ.

Given a pair of functors j, h : Q → H ×J G and natural transformations

α′ : ph⇒ pj and β′ : qh⇒ qj such that:

φ · j ◦ f · α′ = g · β′ ◦ φ · h,

then there is a natural transformation:

γ : h→ j

whose components γx : h(x) → j(x) are defined by:

(ph(x), qh(x), ψh(x)) 7→ (pj(x), qj(x), φj(x))

and the requisite square commutes by the above equality:

fph(x)
f(α′

x) //

φh(x)
��

fpj(x)

φj(x)
��

gqh(x)
g(β′

x)
// gqj(x)

Then it is clear that p · γ = α′ and q · γ = β′.
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5.4 The Bicategory of Spans

We prove a special case of a general fact concerning monoidal bicategories

of spans arising from bicategories with finite limits. In particular, we consider the 2-

category Grpd. We will see that inducing the monoidal structure on the span bicategory

requires a certain relationship between binary products and pullbacks. Here, all limits

are taken in the weak sense of limits in a bicategory.

Claim 34. Given a bicategory C with weak pullbacks, then there is a tricategory Span(C)

consisting of:

• objects of C as objects,

• spans in C as morphisms,

• maps of spans as 2-morphisms and

• maps of maps of spans as 3-morphisms.

We do not use the full structure of this tricategory at any point in this work.

Instead we prove a similar theorem, where we work with the 2-category Grpd and take

isomorphism classes of equivalences of spans to obtain a bicategory:

Theorem 35. Given the 2-category Grpd, there is a bicategory of spans Span(Grpd)

which has:

• objects of Grpd as objects,

• spans in Grpd as morphisms,

• isomorphism classes of equivalences of spans in Grpd as 2-morphisms.

Proof. We give the structure of the bicategory below.

We give an explicit statement of the structure of the 2-category Span(Grpd):

• the objects are groupoids G,H,J , . . . ;

• given a pair of groupoids G,H, there is a category Span(G,H) with:
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– spans from G to H in Grpd as objects — these are the 1-morphisms of

Span(Grpd):

S

����������

��>>>>>>>

H G

– isomorphism classes of equivalences of spans [f ] : S ⇒ S ′ as morphisms —

these are the 2-morphisms of Span(Grpd), i.e. diagrams

S

H G

S′

�����������

��?????????

__?????????

??���������

f

��

��
////

////

�� ����
����

commuting up to natural isomorphisms in Grpd and such that f is an equiv-

alence of groupoids satisfying the extra equations in the definition of equiva-

lence of spans.

Composition and the identity in Span(G,H)

• vertical composition of 2-morphisms is done as follows: given composable 2-

morphisms:
S

H GS′

S′′

f

��

f ′

��

q

���������������

p

��?????????????

q′
oo

p′
//

q′′

__?????????????
p′′

??�������������

β �#
????

α{� ����

β′ ��
****

α′�� ����

define the composite to be [f ′f ] : S → S ′′ with natural isomorphisms:

(f · α′) ◦ α : p→ p′′f ′f

and

(f · β′) ◦ β : q → q′′f ′f,
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and given a span

S
q

����������
p

��>>>>>>>

H G

• the identity 2-morphism for this composition consists of the identity functor 1S : S →

S and the pair of natural isomorphisms canonically isomorphic to the identities:

1[p] : p⇒ p1S

and

1[q] : q ⇒ q1S :

S

H G

S

1S

��

q

���������������

p

��?????????????

q

__?????????????
p

??�������������

�#
????

{� ����

The composition functor

• there is a functor called (horizontal) composition:

◦G,H,J : Span(G,H) × Span(H,J ) → Span(G,J )

given by a choice of weak pullback for each cospan in Grpd.

The identity functor

• there is an identity functor IdG : 1 → Span(G,G) for each groupoid G, where 1 is

the terminal category whose one object is sent to the span:

G
1G

���������
1G

��>>>>>>>

G G

and the one morphism is sent to the isomorphism class of maps of spans: [1G ] : G ⇒

G, which consists of the identity functor for G in Grpd and the identity natural

isomorphisms 11G : 1G ⇒ 1G in Grpd.
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The left and right unitor isomorphisms

• for each pair of groupoids, G,H there are left and right unitor natural isomor-

phisms. We show the construction of the left unitor. The right unitor follows

similarly. In components, there is an invertible isomorphism class of maps of

spans for each span:

S
q

����������
p

��>>>>>>>

H G

That is, for each pair of groupoids G,H, a natural isomorphism:

λG,H : ◦G,G,H ◦̄(1× IdH) ⇒ 1,

whose component:

λS : ◦ (IdH,S)
∼=
⇒ S,

for the given span is a map between the following span:

H

H H

S

HS

G

1

�����������
1

��?????????
q

�����������

πH

�����������
πS

��?????????

p

��?????????

and the given span:

S
q

����������
p

��>>>>>>>

H G

This map is straightforward to write down.

The associator isomorphism

• for each quadruple of groupoids, G,H,J ,K there is an associator natural isomor-

phism. In components, there is an invertible isomorphism class of maps of spans

for each triple of composable spans:

U
q′′

���������
p′′

��@@@@@@@ T
q′

��~~~~~~~
p′

��@@@@@@@@ S
q

����������
p

��>>>>>>>

K J H G
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That is, for each quadruple of groupoids G,H,J ,K, a natural isomorphism:

αG,H,J ,K : ◦G,H,K ◦̄(1× ◦H,J ,K) ⇒ ◦G,J ,K◦̄(◦G,H,J × 1),

whose component:

αS,T ,U : ◦ (S, ◦(T ,U))
∼=
⇒ ◦(◦(S,T ),U),

a map between the following spans:

U

K J

T S

H G

T U

S(T U)

��









��44444444

��









��44444444

��









��44444444
��









��44444444

��444444444444444444

��









and:

U

K J

T S

H G

ST

(ST )U

��









��44444444

��









��44444444

��









��44444444
��









��44444444

��



















��44444444

This map is straightforward to write down.

Now we show that the axioms hold:

• Since the object and morphisms of Span(G,H) are the morphisms and 2-morphisms

of Span(Grpd), it is clear that the source and target maps are well-defined for

Span(G,H).

• Given a span:

S
q

����������
p

��>>>>>>>

H G
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there is an identity morphism [1S ] : S → S consisting of the identity 1S : S → S

in Grpd and the canonical 2-morphisms p⇒ p1S and q ⇒ q1S ,

• Composition of morphisms in Span(G,H) is the same as composition of 2-morphisms

in Span(Grpd) and was described above. Associativity follows from the associa-

tivity of composition of 2-morphisms in Grpd.

• Similarly, the left and right identity laws follow from the identity laws in Grpd.

Thus, Span(G,H) is a category.

• Given objects G,H,J in Span(Grpd) we define a composition functor

◦G,H,J : Span(G,H)× Span(H,J ) → Span(G,J ),

by weak pullback of spans. Composition of maps between spans is given by the uni-

versal property of weak pullbacks as follows. First, given two pairs of composable

spans with a map between them:

T S

T S

J H G

S′T ′

T ′S′

�������

��?????

�������

��?????

�������

��?????

����
??�����

__?????

__?????

??�����

??�����

__?????

�#
???? �#

????{� ���� {� ����

+3

ks

the composition functor gives the above picture. Applying the universal property

to the lower diamond and the hexagon formed in the middle with top T S and

bottom T ′S ′, we obtain a map from T S to T ′S′ and a pair of 2-morphisms.

This data is the image of the composition functor on a map of spans. From

this description it can easily be seen that the identity 2-morphism is preserved.

Also, the preservation of composition of maps of spans can be seen with one more

application of the universal property of weak pullbacks.

• Given an object G in Span(Grpd), there is a functor from the terminal category

to Span(G,G) defined by taking the one object to the identity span from G to G

and the identity morphism to the isomorphism class of maps of spans [1G ]. It is

clear that this is a functor.
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• We need to show that the following diagram commutes up to isomorphism. This

tells us that any two ways of putting parentheses in a composite of spans will be

isomorphic.

(VU)T

K J I H G

V U T S

VU

((VU)T )S

V(UT )

K J I H G

V U T S

UT

((VU)T )S

T S

K J I H G

V U T S

VU

(VU)(T S)

UT

K J I H G

V U T S

U(T S)

V(U(T S))

T S

K J I H G

V U T S

U(T S)

V(U(T S))

πVU

������

πT

��//////////

πV
������ πU

��////

m
������

l ��////

k������ j

��////

i������
h
��////

π(VU)T

������

πS

��/////////////////

g������ f
��////

π′
UT

��////

π′
T

��////
π′
V

������������

π′
U

������

m
������

l
��////

k������
j ��////

i������
h
��////

π′
V(UT )

������

π′
S

��/////////////////

g������
h
��////

π4
T S

��//////////

π4
VU

������������

π3
T

������ π3
S

��////
πV
������ πU

��////

f

��////
g������

h ��////
i
������j

��////

k������
l ��////

m
������

π′′
U(T S)

��////

π′′
V

�������������������

π′′
UT

������

π′′
S

��//////////

π′
U

������ π′
T

��////

m
������

l ��////
k
������

j ��////
i
������
h ��////

g������ f

��////

π3
U(T S)
��////

π3
V

�������������������

π3
U

������������ π3
T S

��////

π3
T

������ π3
S

��////

l ��////
m
������

k
������

j ��////
i
������
h ��////

g������ f

��////

� 1 //

_

2

��

A

3

���������������

_

4

��

}

5

��=============

α
∼
ks

β

∼
ks

γ

∼
ks

α′

∼
ks

β′

∼
ks

γ′

∼
ks

α′

∼
ks

β′′

∼
ksγ′′

∼
ks

α′′

∼
ksβ3

∼
ks

γ3

∼
ks

α′′

∼
ks

β4

∼
ks

α
∼
ks

To check this axiom one only needs to write down explicit expressions for the

maps between these diagrams. For each of the five arrows this will involve finding first

one or two auxiliary maps to yield the final map. For this one needs the construction

outlined in the description of the associator. It will be clear from construction that

each of these maps is an equivalence of spans. We can then see that the pentagon

commutes up to isomorphism. Thus, taking isomorphism classes of equivalences of
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spans as morphisms gives us strict commutativity of the pentagon.

We now check that the unitor triangle:

(T H)S

K H H G

T H S

T H

T (HS)

GHHK

SHT

HS

T S

ST

K H G

πT H

������

πS

��777777777777

πT

������� πH

��77777

k

������� h

��77777
1

������� 1

��77777
g

������� f

��77777

α
∼
ks

β

∼
ks

π′
T

�������������� π′
HS

��7777

π′
H

������� π′
S

��77777

k

������� h

��77777
1

������� 1

��77777
g

������� f

��77777

α′

∼
ks

β′

∼
ks

π′′
S

��77777
π′′
T

�������

f

��77777

g�������
h ��77777

k

�������
α′′

∼
ks

� 1 //

w

3

��777777777777777 C

2

������������������

commutes. This is proved very similarly to the proof of the previous axiom.

5.5 The Monoidal Structure

We detail the monoidal structure of Span(Grpd) — the underlying bicategory.

We will shorten our notation by denoting this bicategory simply by Span, when neces-

sary. This consists of:

The monoidal product

• a homomorphism of bicategories:

⊗ : Span(Grpd)× Span(Grpd) → Span(Grpd)

called composition given by:

– a function taking pairs of groupoids to their product in Grpd:

(G,H) 7−→ G ×H,

– for each pair of pairs of groupoids (G,H), (G′,H′), a functor:

⊗ : Span(G,H)× Span(G′,H′) → Span(G × G′,H×H′)

defined by the universal property of products of groupoids. Although many

of the following constructions follow from this universal property, we choose
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to give explicit constructions, as proof by universal property is slick, yet

monotonous.

H G

S

H′ G′

S′

H×H′ G×G′

S×S′

� //
q

��








p

��44444444

q′

��








p′

��44444444

q̃×q′

��








p̃×p′

��44444444

where p̃× p′ and q̃ × q′ are the functors induced by the universal property as

shown in the following diagrams:

G G′G×G′

S S′S×S′

H H′H×H′

S S′S×S′

πG
oo

πG′

//

p

��

p′

��

πSoo πS′ //

p̃×p′

���
�
�
�
�

πH
oo

πH′

//

p

��

p′

��

πSoo πS′ //

q̃×q′

���
�
�
�
�

α∼

[c???
???

α′∼

;C��� ��� β∼

[c???
???

β′∼

;C��� ���

In fact, p̃× p′ is isomorphic to p × p′, we only write down the diagrams for

their utility in defining the isomorphism class of equivalences of spans, from

a pair of such isomorphism classes. In particular, we have:

H G

S

H′ G′

S′

T T ′

H×H′ G×G′

S×S′

T ×T ′

� //

q

������� p

��?????
q′

������� p′

��????? q′

������� p′

��?????

n

__????? m

??����� n′

__?????
m′

??������� ��

q̃×q′

������� p̃×p′

��?????

ñ×n′

__?????
m̃×m′

??�������

σ′
��

///
///

σ
�� ������ τ ′

��
///

///
τ
�� ������

��
///

///
�� ������

where the map of spans is:

G G′G×G′

T T ′T ×T ′

S S′S×S′

H′H H×H′

πT
oo

πT ′

//

πH
oo

�� ��

πSoo πS′ //

���
�
�
�
�
�
�
�

πH′

//

q

�����������

n

__?????????

πG′

oo
πG

//

p′

��?????????

m′

??���������

��

bfjo
t

{
�

p

��
\\

\XTO
J

D
=

m

\\ BB

b f j o
t

{
�

q′

BB
��

\ X T O
J

D
=

n′

��

where the specification of the 2-cells is completely straightforward from the

discussion above.

– for each triple of pairs of groupoids (G,G′), (H,H′), (K,K′), a natural isomor-

phism:

φ : c ◦ (⊗×⊗) ⇒ ⊗ ◦ (c× c)
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that is, for each pair of pairs of composable spans:

K

T

H

S

G K′

T ′

H′

S′

G′
��









��44444444

��









��44444444

��









��44444444

��









��44444444

there is an equivalence of spans, which is necessarily invertible, between:

K×K′

T ×T ′

H×H′

S×S′

G×G′

(T ×T ′)(S×S′)

K×K′

ST ×S′T ′

G×G′

�������
��?????

�������
��?????

��









��44444444�������
��?????

This map is completely straightforward to write down.

– for each pair of groupoids G,H, a natural isomorphism:

φ : I⊗ ⇒ I × I ◦ ⊗

which is just the identity map of spans on:

G×H

G×H

G×H

1

��








1

��44444444

– check axioms

The monoidal unit

• a homomorphism of bicategories:

I : 1 → Span(Grpd)

where 1 denotes the unit bicategory, given by:

– the terminal groupoid 1,

– the span and map of spans consisting of only the terminal groupoid and

identity natural isomorphisms.

– check axioms

The monoidal associator
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• a pseudo natural equivalence a

Span× Span× Span
⊗×1 //

1×⊗

��

Span× Span

⊗

��
⇓a

Span× Span
⊗

// Span

in Bicat(Span× Span× Span,Span) given by:

– for each triple of groupoids G,H,K, a span (G ×H)×K:

G×(H×K)

(G×H)×K

(G×H)×K

a

��







1

��4444444

where a is the associator in Grpd,

– for each pair of triples of groupoids (G,H,K), (G′ ,H′,K′), a natural isomor-

phism

Span(G,G′)×Span(H,H′)×Span(K,K′)

Span(G×(H×K),G′×(H′×K′))

Span((G×H)×K,(G′×H′)×K′)

Span((G×H)×K,G×(H×K))

⊗◦(1×⊗)

��

⊗◦(⊗×1) //

((G×H)×K)∗
//

((G′×H′)×K′)∗

��

;C�����
�����

that is, for each triple of spans:

G′

R

X H′

S

H K′

T

K

��









��44444444

��









��44444444

��









��44444444

there is an invertible isomorphism class of equivalences of spans from the

composite of the first of the following diagrams to the composite of the second:

G′×(H′×K′)

R×(S×T )

G×(H×K)

(G×H)×K

(G×H)×K G′×(H′×K′)

(G′×H′)×K′

(G′×H′)×K′

(R×S)×T

(G×H)×K

��








��4444444

��








��4444444

��








��4444444

��








��4444444

Again this is straightforward to write down.
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– Check axioms.

The monoidal unitors

• pseudo natural equivalences l and r

Span

Span× Span

I×1
??��������

Span Span
1

//

Span× Span

Span

⊗

��????????

⇓ l

Span Span
1

//Span

Span× Span

1×I
??��������

Span× Span

Span

⊗

��????????

⇓ r

in Bicat(Span,Span)

– For each groupoid G, spans for l and r, respectively:

G

1×G

1×G G

G×1

G×1

1

��








l

��44444444

1

��








r

��44444444

where l and r are the left and right unitors, respectively, in Grpd. For each

span:

H

S

G

q

��








p

��44444444

there is an invertible isomorphism class of maps of spans for l from the com-

posite of the first of the following diagrams to the composite of the second:

H

S

G

1×G

1×G H

1×H

1×H

1×S

1×G
��









��44444444

��









��44444444

��









��44444444

��









��44444444

and similarly for r:

H

S

G

G×1

G×1 H

H×1

H×1

S×1

G×1
��









��44444444

��









��44444444

��









��44444444

��









��44444444

Again these are straightforward to write down.

– Check axioms.

The pentagonator
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• an invertible modification π

Span3

Span2

1×⊗ ��=======

Span2 Span
⊗

//

Span4

Span3

1×1×⊗

���������
Span4

Span3

1×⊗×1
===

��===

Span3

Span2

1×⊗���������

Span4 Span3
⊗×1×1 //

Span3 Span2
⊗×1 //

Span3

Span2

⊗×1

��8888888

Span2

Span

⊗
���������

π _*4 Span3

Span2

1×⊗ ��8888888

Span2 Span
⊗

//

Span3 Span2
⊗×1 //

Span4

Span3

1×1×⊗

���������
Span4 Span3

⊗×1×1 // Span3

Span2

1×⊗
���

�����

Span2

Span

⊗ ��=======

Span3

Span2

⊗×1

��=======

Span2

Span

⊗���������
⇐
a

⇓a

=⇓a×1

⇓a

1×a
⇐

in the bicategory Bicat(Span4,Span), for example;

– This modification can be written as an arrow between composites:

π : ⊗·(1×α)◦α · (1×⊗×1)◦⊗· (α×1) ⇛ α · (1×1×⊗)◦⊗·1◦α · (⊗×1×1)

that is, for each quadruple of groupoids G,H,J ,K, there is an invertible

isomorphism class of maps of spans (defined up to associativity in Grpd

by the choice associativity of composition) between the following triples of

composable spans:

((G×H)×J )×K

(G×(H×J ))×K

(G×(H×J ))×K

G×((H×J )×K)

G×((H×J )×K)

G×(H×(J×K))

G×(H×(J×K))

a×1

�����������
1

��?????????
a

�����������
1

��?????????
1×a

�����������
1

��?????????

and

((G×H)×J )×K

(G×H)×(J×K)

(G×H)×(J×K)

(G×H)×(J×K)

(G×H)×(J×K)

G×(H×(J×K))

G×(H×(J×K))

a

�����������
1

��?????????
1

�����������
1

��?????????
a

�����������
1

��?????????

Again this map is straightforward to write down.

– Check axioms

The monoidal middle

• an invertible modification µ:

Span2

Span2

1

##
Span2

Span3
1×I×1''

Span2

Span2

1

&&

Span3 Span2
⊗×1

//Span3

Span2

1×⊗

��
Span2 Span

⊗
//

Span2

Span

⊗

��

Span2

Span2

1

##
Span2

Span2

1

&&
Span2 Span

⊗
//

Span2

Span

⊗

��

⇑r×1

⇐1×l
⇓a

1

s{ ooooooooooo

ooooooooooo
µ _*4
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– This modification can be written as an arrow between composites:

µ : ⊗ ·(1× l) ◦ a · (1× I × 1) ◦ ⊗ · (r × 1)−1
⇛ 1

that is, for each pair of groupoids G,H, there is an invertible isomorphism

class of maps of spans (defined up to associativity in Grpd by the choice

associativity of composition) between the composite of the following diagram:

G×H

G×(1×H)

G×(1×H)

(G×1)×H

(G×1)×H

G×H

G×H

1×l

�����������
1

��?????????
a

�����������
1

��?????????
r−1×1

�����������
1

��?????????

and the identity isomorphism class on the span G × H. Again this map is

straightforward to write down.

– Check axioms

The left unitorator

• an invertible modification λ:

Span2

Span3
I×1×1 55lllll

Span3

Span2

⊗×1
))RRRRR

Span2

Span

⊗

��
Span Span

1
//

Span2

Span

⊗

��

Span2 Span2

1
// Span2

Span

⊗

��
Span Span

1
//

Span2

Span3
I×1×1 55lllll

Span3

Span2

⊗×1
))RRRRR

Span2

Span

⊗

��
Span

Span2

I×1 99rrrrrr

Span2

Span

⊗

%%LLLLLL

Span3

Span2

1×⊗ ��

=

⇓l×1

= ⇓a

⇓l

λ _ *4

– This modification can be written as an arrow between composites:

λ : 1 ◦ ⊗ · (l × 1) ⇛ l · ⊗ ◦ ⊗ · 1 ◦ a · (I × 1× 1)

that is, for each pair of groupoids G,H, there is an invertible isomorphism

class of maps of spans (defined up to associativity in Grpd by the choice asso-

ciativity of composition) between the composites of the following diagrams:

G×H

G×H

G×H

(1×G)×H

(1×G)×H

1

�����������
1

��?????????
l×1

�����������
1

��?????????

and

G×H

1×(G×H)

1×(G×H)

1×(G×H)

1×(G×H)

1×(G×H)

(1×G)×H

l

�����������
1

��?????????
1

�����������
1

��?????????
a

�����������
1

��?????????

Again this map is straightforward to write down.
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– check axioms.

The right unitorator

• an invertible modification ρ:

Span Span
1 //

Span2

Span

⊗

OO

Span2

Span31×1×I
))RRRRR

Span3

Span2

1×⊗

55lllll
Span2

Span

⊗

OO

Span2 Span21 // Span2

Span

⊗

OOSpan Span
1 //

Span2

Span31×1×I
))RRRRR

Span3

Span2

1×⊗

55lllll
Span2

Span

⊗

OOSpan

Span2
1×I %%LLLLLL

Span2

Span

⊗

99rrrrrr

Span3

Span2

⊗×1
OO

⇑1×r

= ⇑r

= ⇒a

ρ _ *4

– This modification can be written as an arrow between composites:

ρ : 1 ◦ ⊗ · (1× r) ⇛ r · ⊗ ◦ ⊗ · 1 ◦ a−1 · (1 × 1× I)

that is, for each pair of groupoids G,H, there is an invertible isomorphism

class of maps of spans (defined up to associativity in Grpd by the choice asso-

ciativity of composition) between the composites of the following diagrams:

G×H

G×H

G×H

G×(H×1)

G×(H×1)

1

�����������
1

��?????????
1×r

�����������
1

��?????????

and

G×H

(G×H)×1

(G×H)×1

(G×H)×1

(G×H)×1

G×(H×1)

G×(H×1)

r

�����������
1

��?????????
1

�����������
1

��?????????
a−1

�����������
1

��?????????

Again this map is straightforward to write down.

– check axioms.
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Chapter 6

Degroupoidification

In this section we describe a systematic process for turning groupoids into vec-

tor spaces and spans into linear operators. This process, ‘degroupoidification’, is in fact a

kind of functor. ‘Groupoidification’ is the attempt to undo this functor. To ‘groupoidify’

a piece of linear algebra means to take some structure built from vector spaces and linear

operators and try to find interesting groupoids and spans that degroupoidify to give this

structure. So, to understand groupoidification, we need to master degroupoidification.

6.1 Defining Degroupoidification

We begin by describing how to turn a groupoid into a vector space.

Definition 36. Given a groupoid G, let G be the set of isomorphism classes of objects

of G.

Definition 37. Given a groupoid G, let the degroupoidification of G be the vector

space

R[G] = {
∑

x∈G

cxx | cx ∈ R}.

A groupoid over a groupoid v : V → G will give a vector in R[G]. To construct

this, we use the concept of groupoid cardinality:

Definition 38. The cardinality of a groupoid G is

|G| =
∑

[x]∈G

1

|Aut(x)|

where |Aut(x)| is the cardinality of the automorphism group of an object x in G.
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Since all of our groupoids are finite in this work, the cardinality of a groupoid is a

well-defined nonnegative rational number.

Lemma 39. Given equivalent groupoids G and H, |G| = |H|.

Proof. From a functor p : G → H between groupoids, we can obtain a function p : G → H.

If p is an equivalence, p is a bijection. Since these are the indexing sets for the sum in

the definition of groupoid cardinality, we just need to check that for a pair of elements

[x] ∈ G and [y] ∈ H such that p([x]) = [y], we have |Aut(x)| = |Aut(y)|. This follows

from p being full and faithful, and that the cardinality of automorphism groups is an

invariant of an isomorphism class of objects in a groupoid. Thus,

|G| =
∑

x∈G

1

|Aut(x)|
=
∑

y∈H

1

|Aut(y)|
= |H|.

With the concept of groupoid cardinality in hand, we now describe how to

obtain a vector in R[G] from a groupoid over G.

Definition 40. Given a groupoid G, a groupoid over G is a groupoid V equipped with

a functor v : V → G.

Definition 41. Given a groupoid over G, say v : V → G, and an object x ∈ G, we define

the full inverse image of x, denoted v−1(x), to be the groupoid where:

• an object is an object a ∈ V such that v(a) ∼= x;

• a morphism f : a→ a′ is any morphism in V from a to a′.

We sometimes loosely say that V is a groupoid over G. When we do this, we are referring

to a functor v : V → G.

Definition 42. Given a groupoid over G, say v : V → G, there is a vector D(V ) ∈ R[G]

defined by the coefficients |v−1(x)| for each basis vector [x].

Both addition and scalar multiplication of vectors have groupoidified analogues.

We can add two groupoids V, U over G by taking their coproduct, i.e., the disjoint union

of V and U with the obvious map to G:

V + U

��
G

We then have:
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Proposition. Given groupoids V and U over G,

D(V + U) = D(V) +D(U).

Proof. This will appear later as part of Lemma 46, which also considers infinite sums.

We can also multiply a groupoid over G by a ‘scalar’ — that is, a fixed groupoid.

Given a groupoid over G, say v : V → G, and a groupoid Λ, the cartesian product Λ×V

becomes a groupoid over G as follows:

Λ× V

vπ2

��
G

where π2 : Λ× V → V is projection onto the second factor. We then have:

Proposition. Given a groupoid Λ and a groupoid V over G, the groupoid Λ×V over G

satisfies

D(Λ× V) = |Λ|D(V).

Proof. This is proved as Proposition 55.

We have seen how degroupoidification turns a groupoid G into a vector space

R[G]. Degroupoidification also turns any span of groupoids into a linear operator.

Definition 43. Given groupoids G and H, a span from G to H is a diagram

S
q

����������
p

��>>>>>>>

H G

where S is groupoid and p : S → G and q : S → H are functors.

To turn a span of groupoids into a linear operator, we employ the weak pull-

back. This construction will let us apply a span from G to H to a groupoid over G in

order to obtain a groupoid over H. Then, since a groupoid over G gives a vector in R[G],

while a groupoid over H gives a vector in R[H], a span from G to H will give a map

from R[G] to R[H]. Moreover, this map will be linear.

Given a span of groupoids:

S
q

����������
p

��>>>>>>>

H G
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and a groupoid over G:

V
v

���������

G

we can take the weak pullback, which we call SV:

SV
πS

~~||||||||
πV

  BBBBBBBB

S
q

����������
p

  BBBBBBBB V
v

~~||||||||

H G

and think of SV as a groupoid over H:

SV
qπS

}}{{{{{{{{

H

This process will determine a linear operator from R[G] to R[H].

Theorem. Given a span:

S
q

����������
p

��>>>>>>>

H G

there exists a unique linear operator

D(S) : R[G] → R[H]

such that

D(S)D(V) = D(SV)

whenever V is a groupoid over G.

Proof. This is Theorem 49.

Theorem 52 gives an explicit formula for the the operator corresponding to a

span S from G to H. Since G and H are finite, then R[G] has a basis given by the

isomorphism classes [x] in G, and similarly for R[H]. With respect to these bases, the

matrix entries of D(S) are given as follows:

D(S)[y][x] =
∑

[s]∈p−1(x)
⋂
q−1(y)

|Aut(x)|

|Aut(s)|
(6.1)
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where |Aut(x)| is the set cardinality of the automorphism group of x ∈ G, and similarly

for |Aut(s)|.

As with vectors, there are groupoidified analogues of addition and scalar mul-

tiplication for operators. Given two spans from G to H:

S
qS

����������
pS

��>>>>>>> T
qT

��~~~~~~~~
pT

��???????

H G H G

we can add them as follows. By the universal property of the coproduct we obtain from

the right legs of the above spans a functor from the disjoint union S+T to G. Similarly,

from the left legs of the above spans, we obtain a functor from S + T to H. Thus, we

obtain a span

S + T

{{xxxxxxxxx

""FFFFFFFFF

H G

This addition of spans is compatible with degroupoidification:

Proposition. If S and T are spans from G to H, then so is S + T , and

D(S + T ) = D(S) +D(T ).

Proof. This is proved as Proposition 53.

We can also multiply a span by a ‘scalar’: that is, a fixed groupoid. Given a

groupoid Λ and a span

S
q

����������
p

��>>>>>>>

H G

we can multiply them to obtain a span

Λ× S
qπ2

||xxxxxxxxx
pπ2

""EEEEEEEEE

H G

Again, we have compatibility with degroupoidification:
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Proposition. Given a groupoid Λ and a span

S

����������

��>>>>>>>

H G

then

Λ× S
˜

= |Λ| S
˜
.

Proof. This is proved as Proposition 56.

Next we turn to the all-important process of composing spans. This is the

groupoidified analogue of matrix multiplication. Suppose we have a span from G to H

and a span from H to J :

T
qT

��~~~~~~~
pT

��@@@@@@@@ S
qS

����������
pS

��>>>>>>>

J H G

Then we say these spans are composable. In this case we can form a weak pullback in

the middle:

T S
πT

}}{{{{{{{{
πS

!!BBBBBBBB

T
qT

��~~~~~~~
pT

!!BBBBBBBB S
qS

~~||||||||
pS

��>>>>>>>

J H G

which gives a span from G to J :

T S
qT πT

}}{{{{{{{{
pSπS

  BBBBBBBB

J G

called the composite T S.

When all the groupoids involved are discrete, the spans S and T are just

matrices of sets, as explained in Section 2.1. We urge the reader to check that in this

case, the process of composing spans is really just matrix multiplication, with cartesian

product of sets taking the place of multiplication of numbers, and disjoint union of sets

taking the place of addition:

(T S)kj =
∐

j∈H

T k
j × Sji .
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So, composing spans of groupoids is a generalization of matrix multiplication, with weak

pullback playing the role of summing over the repeated index j in the formula above.

So, it should not be surprising that degroupoidification sends a composite of

spans to the composite of their corresponding operators:

Proposition. If S and T are composable spans:

T
qT

��~~~~~~~
pT

��@@@@@@@@ S
qS

����������
pS

��>>>>>>>

J H G

then the composite span

T S
qT πT

}}{{{{{{{{
pSπS

  BBBBBBBB

J G

has the property:

D(T S) = D(T )D(S).

Proof. This is proved as Lemma 60.

We say what it means for spans to be ‘equivalent’ in Definition 25. Equivalent

spans give the same linear operator: S ≃ T implies D(S) = D(T ). Spans of groupoids

obey many of the basic laws of linear algebra—up to equivalence.

In fact, degroupoidification is a functor

D : Span(Grpd) → Vect

where Vect is the 2-category of real vector spaces, linear operators, and identity 2-

morphisms and Span(Grpd) is a bicategory with:

• groupoids as objects,

• spans as 1-morphisms,

• isomorphism classes of equivalences of spans as 2-morphisms

So, groupoidification is not merely a way of replacing linear algebraic structures with

purely combinatorial structures. It is also a form of ‘categorification’, where we take

structures defined in the category Vect and find analogues that live in the bicategory

Span(Grpd).
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We could go even further and think of Span as a tricategory (i.e., weak 3-

category) with

• groupoids as objects,

• spans as morphisms,

• maps of spans as 2-morphisms,

• maps of maps of spans as 3-morphisms.

However, we have not yet found a use for this further structure.

Lastly we would like to say a few words about tensors. We can define the

tensor product of groupoids G and H to be their cartesian product G × H, and the

tensor product of spans:

S
q

����������
p

��>>>>>>>> S′

q′

~~}}}}}}}}
p′

��@@@@@@@

H G H′ G′

to be the span
S × S′

H×H′ G × G′

q×q′

�����������
p×p′

��?????????

Defining the tensor product of maps of spans in a similar way, the bicategory Span

becomes a monoidal bicategory [20, 21].

Theorem. Span(Grpd) is a monoidal bicategory.

Proof. This is Theorem;35.

Then degroupoidification is a ‘monoidal functor’, or homomorphism of monoidal

bicategories, thanks to the natural isomorphism:

R[G]⊗ R[H] ∼= R[G ×H].

Theorem. Degroupoidification is a homomorphism of monoidal bicategories:

D : Span(Grpd) → Vect.

Proof. This is Theorem 62.
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The important thing about the ‘monoidal’ aspect of degroupoidification is that

it lets us mimic all the usual manipulations for tensors with groupoids replacing vector

spaces. We have seen the simplest example: composition of spans via weak pullback is

a generalization of matrix multiplication.

6.2 Degroupoidifying a Span

In the previous section, we described a process for turning a span of groupoids

into a linear operator. In this section, we show this process is well-defined and give an

explicit formula for the the operator coming from a span. As part of our work, we also

show that equivalent spans give the same operator. This tells us that we can extend the

degroupoidification functor [6] to a functor between bicategories.

6.2.1 Spans Give Operators

To prove that a span gives a well-defined operator, we begin with three lemmas

that are of some interest in themselves. The previous chapter recalled the familiar

concept of ‘equivalence’ of groupoids, which serves as a basis for this:

Definition 44. Two groupoids over a fixed groupoid G, say v : V → G and u : U → G,

are equivalent as groupoids over G if there is an equivalence p : U → V such that this

diagram

U
p //

u
��??????? V

v
���������

G

commutes up to natural isomorphism.

Lemma 45. Let V and U be equivalent groupoids over G, then

D(V) = D(U).

Proof. This follows directly from Lemmas 39 and 50.

Lemma 46. Given groupoids V and U over G,

D(V + U) = D(V) +D(U).

73



More generally, given any finite collection of groupoids Vi over G, the coproduct
∑

i Vi

is naturally a groupoid over G, and

D

(
∑

i

Vi

)
=
∑

i

D(V)i.

Proof. The full inverse image of any object x ∈ G in the coproduct
∑

i Vi is the coproduct

of its full inverse images in each groupoid Vi. Since groupoid cardinality is additive under

coproduct, the result follows.

Lemma 47. Given a span of groupoids

S
q

����������
p

��>>>>>>>

H G

we have

1. S(
∑

i Vi) ≃
∑

i SVi

2. S(Λ× V) ≃ Λ× SV

whenever vi : Vi → G are groupoids over G, v : V → G is a groupoid over G, and Λ is a

groupoid.

Proof. To prove 1, we need to describe a functor

F :
∑

i

SVi → S

(
∑

i

Vi

)

that will provide our equivalence. For this, we simply need to describe for each i a

functor Fi : SVi → S (
∑

i Vi). An object in SVi is a triple (s, z, α) where s ∈ S, z ∈ Vi

and α : p(s) → vi(z). Fi simply sends this triple to the same triple regarded as an object

of S(
∑

i Vi). One can check that F extends to a functor and that this functor extends

to an equivalence of groupoids over S.

To prove 2, we need to describe a functor F : S(Λ×V) → Λ×SV. This functor

simply re-orders the entries in the quadruples which define the objects in each groupoid.

One can check that this functor extends to an equivalence of groupoids over G.

Finally we need the following lemma, which simplifies the computation of groupoid

cardinality:
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Lemma 48. If G is a groupoid, then

|G| =
∑

x∈G

1

|Mor(x,−)|

where Mor(x,−) =
⋃
y∈G hom(x, y) is the set of morphisms whose source is the object

x ∈ G.

Proof. We check the following equalities:

∑

[x]∈G

1

|Aut(x)|
=
∑

[x]∈G

|[x]|

|Mor(x,−)|
=
∑

x∈G

1

|Mor(x,−)|
.

Here [x] is the set of objects isomorphic to x, and |[x]| is the ordinary cardinality of this

set. To check the above equations, we first choose an isomorphism γy : x → y for each

object y isomorphic to x. This gives a bijection from [x] × Aut(x) to Mor(x,−) that

takes (y, f : x→ x) to γyf : x→ y. Thus

|[x]| |Aut(x)| = |Mor(x,−)|,

and the first equality follows. We also get a bijection between Mor(y,−) and Mor(x,−)

that takes f : y → z to fγy : x → z. Thus, |Mor(y,−)| = |Mor(x,−)| whenever y is

isomorphic to x. The second equation follows from this.

Now we are ready to prove the main theorem of this section:

Theorem 49. Given a span of groupoids

S
q

����������
p

��>>>>>>>

H G

there exists a unique linear operator D(S) : R[G] → R[H] such that D(S)D(V) = D(SV)

for any vector V
˜
obtained from a groupoid V over G.

Proof. It is easy to see that these conditions uniquely determine D(S). Suppose v : G →

R is any nonnegative function. Then we can find a groupoid V over G such thatD(V) = v.

So, D(S) is determined on nonnegative functions by the condition that D(S)D(V) =

D(SV). Since every function is a difference of two nonnegative functions and D(S) is

linear, this uniquely determines D(S).
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The real work is proving that D(S) is well-defined. For this, assume we have a

collection {vi : Vi → G}i∈I of groupoids over G and real numbers {αi ∈ R}i∈I such that

∑

i

αi Vi
˜

= 0. (6.2)

We need to show that ∑

i

αi SVi
˜

= 0. (6.3)

We can simplify our task as follows. First, recall that a skeletal groupoid

is one where isomorphic objects are equal. Every groupoid is equivalent to a skeletal

one. Thanks to Lemmas 45 and the fact that a weak pullback is equivalent to the weak

pullback of the skeletal cospan, proved in [6], we may therefore assume without loss of

generality that S, G, H and all the groupoids Vi are skeletal.

Second, recall that a skeletal groupoid is a coproduct of groupoids with one

object. By Lemma 46, degroupoidification converts coproducts of groupoids over G into

sums of vectors. Also, by Lemma 47, the operation of taking weak pullback distributes

over coproduct. As a result, we may assume without loss of generality that each groupoid

Vi has one object. Write ∗i for the one object of Vi.

With these simplifying assumptions, Equation 6.2 says that for any x ∈ G,

0 =
∑

i∈I

αiD(Vi)([x]) =
∑

i∈I

αi |v
−1
i (x)| =

∑

i∈J

αi
|Aut(∗i)|

(6.4)

where J is the collection of i ∈ I such that vi(∗i) is isomorphic to x. Since all groupoids

in sight are now skeletal, this condition implies vi(∗i) = x.

Now, to prove Equation 6.3, we need to show that

∑

i∈I

αi SVi
˜

([y]) = 0

for any y ∈ H. But since the set I is partitioned into sets J , one for each x ∈ G, it

suffices to show
∑

i∈J

αi SVi
˜

([y]) = 0. (6.5)

for any fixed x ∈ G and y ∈ H.
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To compute D(SVi), we need to take this weak pullback:

SVi
πS

~~|||||||| πVi

!!BBBBBBBB

S
q

����������
p

  BBBBBBBB Vi
vi

}}{{{{{{{{

H G

We then have

D(SVi)([y]) = |(qπS)
−1(y)|, (6.6)

so to prove Equation 6.5 it suffices to show

∑

i∈J

αi |(qπS)
−1(y)| = 0. (6.7)

Using the definition of weak pullback, and taking advantage of the fact that Vi

has just one object, which maps down to x, we can see that an object of SVi consists of

an object s ∈ S with p(s) = x together with an isomorphism α : x → x. This object of

SVi lies in (qπS)
−1(y) precisely when we also have q(s) = y.

So, we may briefly say that an object of (qπS)
−1(y) is a pair (s, α), where

s ∈ S has p(s) = x, q(s) = y, and α is an element of Aut(x). Since S is skeletal,

there is a morphism between two such pairs only if they have the same first entry. A

morphism from (s, α) to (s, α′) then consists of a morphism f ∈ Aut(s) and a morphism

g ∈ Aut(∗i) such that

x α //

p(f)
��

x

vi(g)
��

x
α′

// x

commutes.

A morphism out of (s, α) thus consists of an arbitrary pair f ∈ Aut(s), g ∈

Aut(∗i), since these determine the target (s, α′). This fact and Lemma 48 allow us to

compute:

|(qπS)
−1(y)| =

∑

(s,α)∈(qπS)−1(y)

1

|Mor((s, α),−)|

=
∑

s∈p−1(y)∩q−1(y)

|Aut(x)|

|Aut(s)||Aut(∗i)|
.
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So, to prove Equation 6.7, it suffices to show

∑

i∈J

∑

s∈p−1(x)∩q−1(y)

αi|Aut(x)|

|Aut(s)||Aut(∗i)|
= 0 . (6.8)

But this easily follows from Equation 6.4. So, the operator D(S) is well defined.

In Definition 25 we recalled the natural concept of ‘equivalence’ for spans of

groupoids. The following lemma is used to prove the next theorem, which says that our

process of turning spans of groupoids into linear operators sends equivalent spans to the

same operator:

Lemma 50. Given a diagram of groupoids

S

G

T

p

��?????????????

q

���������������
F //

α

;C��� ���

where F is an equivalence of groupoids, the restriction of F to the full inverse image

p−1(x)

F |p−1(x) : p
−1(x) → q−1(x)

is an equivalence of groupoids, for any object x ∈ G.

Proof. It is sufficient to check that F |p−1(x) is a full, faithful, and essentially surjective

functor from p−1(x) to q−1(x). First we check that the image of F |p−1(x) indeed lies

in q−1(x). Given x ∈ G and y ∈ p−1(x), there is a morphism αy : p(y) → qF (y) in

G. Since p(y) ∈ [x], then qF (y) ∈ [x]. It follows that F (y) ∈ q−1(x). Next we check

that F |p−1(x) is full and faithful. This follows from the fact that full inverse images

are full subgroupoids. It is clear that a full and faithful functor restricted to a full

subgroupoid will again be full and faithful. We are left to check only that F |p−1(x) is

essentially surjective. Let z ∈ q−1(x). Then, since F is essentially surjective, there

exists y ∈ S such that F (y) ∈ [z]. Since qF (y) ∈ [x] and there is an isomorphism

αy : p(y) → qF (y), it follows that y ∈ q−1(x). So F |p−1(x) is essentially surjective. We

have shown that F |p−1(x) is full, faithful, and essentially surjective, and, thus, is an

equivalence of groupoids.
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Theorem 51. Given equivalent spans

S
qS

����������
pS

��>>>>>>> T
qT

��~~~~~~~~
pT

��???????

H G H G

the linear operators D(S) and D(T ) are equal.

Proof. Since the spans are equivalent, there is a functor providing an equivalence of

groupoids F : S → T along with a pair of natural isomorphisms α : pS ⇒ pT F and

β : qS ⇒ qT F . Thus, the diagrams:

S

��>>>>>>> V

���������
T

��??????? V

���������

G G

are equivalent pointwise. The weak pullbacks SV and T V are equivalent groupoids with

the equivalence given by a functor F̃ : SV → T V. From the universal property of weak

pullbacks, along with F , we obtain a natural transformation γ : FπS ⇒ πT F̃ . We then

have a triangle:

SVT V

ST

H

F̃oo

πS

�������������

πT

��///////////

qS

�������������

qT

��///////////
Foo

γck OOOOOO

β
s{ oooooo

where the composite of γ and β is (qT · γ)−1β : qSπS ⇒ qT πT F̃ .

We can now apply Lemma 50. Thus, for every y ∈ H, the full inverse images

(qSπS)
−1(y) and (qT πT )

−1(y) are equivalent. It follows from Lemma 39 that for each

y ∈ H, the groupoid cardinalities |(qSπS)
−1(y)| and |(qT πT )

−1(y)| are equal. Thus, the

linear operators D(S) and D(T ) are the same.

Our calculations in the proof of Theorem 49 yield an explicit formula for the

operator coming from a span:
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Theorem 52. Given a span of groupoids:

S
q

����������
p

��>>>>>>>

H G

then, for any f ∈ R[G], we have:

(D(S)f)([y]) =
∑

[x]∈G

∑

[s]∈p−1(x)
⋂
q−1(y)

|Aut(x)|

|Aut(s)|
f([x]) .

Proof. This is proved in greater generality in Section 5.2 of [6].

The previous theorem has many nice consequences. For example:

Proposition 53. Suppose S and T are spans from a groupoid G to a groupoid H. Then

D(S + T ) = D(S) +D(T ).

Proof. This follows from the explicit formula given in Theorem52.

6.3 Properties of Degroupoidification

In this section, we prove all the remaining results stated in Chapter 6 thus far.

We start with results about scalar multiplication. Then we show that degroupoidification

is a functor.

6.3.1 Scalar Multiplication

To prove facts about scalar multiplication, we use the following lemma:

Lemma 54. Given a groupoid Λ and a functor between groupoids p : G → H, then the

functor c × p : Λ ×H → 1 × G (where c : Λ → 1 is the unique morphism from Λ to the

terminal groupoid 1) satisfies:

|(c× p)−1(1, x)| = |Λ||p−1(x)|

for all x ∈ G.

Proof. Recall that by definition of the full inverse image

(c× p)−1(1, x) = {(λ, y) ∈ Λ×H | ∃γ : (c× p)(λ, y) → (1, x)}.
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We notice that the element λ plays no real role in determining the morphism γ, and

(λ, y) ∈ (c × p)−1(1, x) for all λ if and only if y ∈ p−1(x). Now consider the groupoid

cardinality of this groupoid. By definition we have

|(c× p)−1(1, x)| =
∑

[(λ,y)]

1

|Aut(λ, y)|

Since we are working over the product Λ×H, an automorphism of (λ, y) is automorphism

of λ together with an automorphism of y. It follows that

|Aut(λ, y)| = |Aut(λ)||Aut(y)|.

For a given y ∈ p−1(x) we can combine all the terms containing |Aut(y)| to obtain the

sum

|(c× p)−1(1, x)| =
∑

[y]∈p−1(x)


∑

[λ]

1

|Aut(λ)|


 1

|Aut(y)|

which then after factoring is equal to |Λ||p−1(x)|, as desired.

Proposition 55. Given a groupoid Λ and a groupoid over G, say v : V → G, the groupoid

Λ× V over G satisfies

D(Λ× V) = |Λ|D(V).

Proof. This follows from Lemma 54.

Proposition 56. Given a groupoid Λ and a span

S

����������

��>>>>>>>

H G

then:

D(Λ× S) = |Λ| D(S).

Proof. This follows from Lemma 54.

6.3.2 Functoriality of Degroupoidification

In this section we prove that our process of turning groupoids into vector spaces

and spans of groupoids into linear operators is indeed a functor. In the next section, we

will prove a categorified version of this theorem. We first show that the process preserves
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identities, then show associativity of composition, from which many other things follow,

including the preservation of composition. The lemmas in this section add up to a proof

of the following theorem:

Theorem 57. Degroupoidification is a functor from the category of groupoids and equiv-

alence classes of spans to the category of real vector spaces and linear operators.

Proof. As mentioned above, the proof follows from Lemmas 58 and 60.

Lemma 58. Degroupoidification preserves identities, i.e., given a groupoid G, D(1G) =

1D(G), where 1G is the identity span from G to G and 1D(G) is the identity operator on

D(G).

Proof. This follows from the explicit formula given in Theorem 52.

We now want to prove the associativity of composition of spans. Amongst the

consequences of this proposition we can derive the preservation of composition under

degroupoidification. Given a triple of composable spans:

T
qT

����������
pT

��@@@@@@@ S
qS

���������
pS

��???????? R
qR

~~~~~~~~~~
pR

��????????

K J H G

we want to show that composing in the two possible orders—T (SR) or (T S)R—will

provide equivalent spans of groupoids. In fact, since groupoids, spans of groupoids, and

isomorphism classes of maps between spans of groupoids naturally form a bicategory,

there exists a natural isomorphism called the associator. This tells us that the spans

T (SR) and (T S)R are in fact equivalent. We give an explicit construction of the

equivalence T (SR)
∼
→ (T S)R.

Proposition 59. Given a composable triple of spans, the operation of composition of

spans by weak pullback is associative up to equivalence of spans of groupoids.

Proof. We consider the above triple of spans in order to construct the aforementioned

equivalence. The equivalence is simple to describe if we first take a close look at the

groupoids T (SR) and (T S)R. The composite T (SR) has objects (t, (s, r, α), β) such

that r ∈ R, s ∈ S, t ∈ T , α : qR(r) → pS(s), and β : qS(s) → pT (t), and morphisms
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f : (t, (s, r, α), β) → (t′, (s′, r′, α′), β′), which consist of a map g : (s, r, α) → (s′, r′, α′) in

SR and a map h : t→ t′ such that the following diagram commutes:

qSπs((s, r, α))
β //

qSπS(g)
��

pT (t)

pT (h)
��

qSπs((s
′, r′, α′))

β′

// pT (t
′)

where πS maps the composite SR to S. Further, g consists of a pair of maps k : r → r′

and j : s→ s′ such that the following diagram commutes:

qR(r)
α //

qS(k)
��

pS(s)

pS(j)
��

qR(r
′)

α′

// pS(s
′)

The groupoid (T S)R has objects ((t, s, α), r, β) such that r ∈ R, s ∈ S,

t ∈ T , α : qS(s) → pT (t), and β : qR(r) → pS(s), and morphisms f : ((t, s, α), r, β) →

((t′, s′, α′), r′, β′), which consist of a map g : (t, s, α) → (t′, s′, α′) in T S and a map

h : r → r′ such that the following diagram commutes:

pR(r)

pR(h)
��

β // pSπS((t, s, α))

pSπS(g)
��

pR(r
′)

β′

// pSπS((t
′, s′, α′))

Further, g consists of a pair of maps k : s → s′ and j : t → t′ such that the following

diagram commutes:

qS(s)
α //

qS(k)
��

pT (t)

pT (j)
��

qS(s
′)

α′

// pT (t
′)

We can now write down a functor F : T (SR) → (T S)R:

(t, (s, r, α), β) 7→ ((t, s, β), r, α)

Again, a morphism f : (t, (s, r, α), β) → (t′, (s′, r′, α′), β′) consists of maps k : r → r′,

j : s → s′, and h : t → t′. We need to define F (f) : ((t, s, β), r, α) → ((t′, s′, β′), r′, α′).

The first component g′ : (t, s, β) → (t′, s′, β′) consists of the maps j : s→ s′ and h : t→ t′,
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and the following diagram commutes:

qS(s)
β //

qS(j)
��

pT (t)

pT (h)
��

qS(s
′)

β′

// pT (t
′)

The other component map of F (f) is k : r → r′ and we see that the following diagram

also commutes:

pR(r)

pR(k)
��

α // pSπs((t, s, β))

pSπS(g
′)

��
pR(r

′)
α′

// pSπs((t
′, s′, β′))

thus, defining a morphism in (T S)R.

We now just need to check that F preserves identities and composition and that

it is indeed an isomorphism. We will then have shown that the apexes of the two spans

are isomorphic. First, given an identity morphism 1: (t, (s, r, α), β) → (t, (s, r, α), β),

then F (1) is the identity morphism on ((t, s, β), r, α). The components of the identity

morphism are the respective identity morphisms on the objects r,s, and t. By the

construction of F , it is clear that F (1) will then be an identity morphism.

Given a pair of composable maps f : (t, (s, r, α), β) → (t′, (s′, r′, α′), β′) and

f ′ : (t′, (s′, r′, α′), β′) → (t′′, (s′′, r′′, α′′), β′′) in T (SR), the composite is a map f ′f with

components g′g : (s, r, α) → (s′′, r′′, α′′) and h′h : t → t′′. Further, g′g has component

morphisms k′k : r → r′′ and j′j : s → s′. It is then easy to check that under the image

of F this composition is preserved.

The construction of the inverse of F is implicit in the construction of F , and it

is easy to verify that each composite FF−1 and F−1F is an identity functor. Further,

the natural isomorphisms required for an equivalence of spans can each be taken to be

the identity.

It follows from the associativity of composition that degroupoidification pre-

serves composition:

Lemma 60. Degroupoidification preserves composition. That is, given a pair of com-

posable spans:

T

��@@@@@@@@

��~~~~~~~
S

��>>>>>>>

����������

J H G
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we have

D(T )D(S) = D(T S).

Proof. Consider the composable pair of spans above along with a groupoid V over G:

T

��@@@@@@@@

��~~~~~~~
S

��>>>>>>>

����������
V

��>>>>>>>>

���������

J H G 1

We can consider the groupoid over G as a span by taking the right leg to be the unique

map to the terminal groupoid. We can compose this triple of spans in two ways; either

T (SV) or (T S)V. By the Proposition 59 stated above, these spans are equivalent. By

Theorem 51, degroupoidification produces the same linear operators. Thus, composition

is preserved. That is,

D(T )D(S)D(V) = D(T S)D(V).

6.4 Degroupoidification as a Homomorphism of Bicate-

gories

Theorem 61. Degroupoidification is a homomorphism of bicategories D : Span(Grpd) →

Vect.

Proof. We again write Span for Span(Grpd). We describe the structure of D, which

consists of the following:

• a function assigning to each groupoid G, vector space D(G) = R[G],

• for each pair of groupoids G,H, a functor DGH : Span(G,H) → Vect(D(G),D(H)),

which takes a span of groupoids to a linear operator and an equivalence of spans

to the identity 2-morphism — that this defines a functor is straightforward,
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• for each triple of groupoids G,H,K, natural isomorphisms

Span(G,H)×Span(H,K)

Vect(D(G),D(H))×Vect(D(H),D(K))

Span(G,H)

Vect(D(G),D(K))

DGH×DHK

��

c //

c′
//

DGK

��

φGHK

>F����
����

1

1

Span(G,G)

Vect(D(G),D(G))

IG //

I′
D(G)

//

DGG

��

φG

>F����
����

these are then invertible 2-cells φT S : D(T ) ◦′ D(S)
∼
→ D(T ◦ S) and φG : I

′
D(G)

∼
→

D(IG).

6.5 Degroupoidification as a Monoidal Functor

Theorem 62. The degroupoidification functor D : Span(Grpd) → Vect is a homomor-

phism between monoidal bicategories.

Proof. We first describe the monoidal data of D. We again write Span for Span(Grpd).

We use prime notation for the monoidal bicategory structure of Vect.

• a pseudo natural equivalence χ : ⊗′ ◦ (D ×D) ⇒ D ◦⊗

Span× Span

Span

⊗

��

Span× Span Vect ×Vect
D×D // Vect ×Vect

Vect

⊗′

��
Span Vect

D
//

χ

rz mmmmmmmmm
mmmmmmmmm

in Bicat(Span× Span,Vect) consisting of the following data:

– for each pair of groupoids G,H, an isomorphism of vector spaces:

χG,H : R[G]⊗′ R[H] → R[G ×H]

which is defined in the obvious way;

– since Vect has no non-trivial 2-morphisms, the second piece of data becomes

an axiom — that is, for each pair of spans:

S

��>>>>>>>>

����������
S ′

��@@@@@@@

~~}}}}}}}}

H G H′ G′
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there is an equation, or identity 2-morphism:

D(S × S ′) ◦ χG,H = χG′,H′ ◦ D(S)⊗D(S′).

and we check following axioms:

–

• a pseudo natural equivalence ι : I ′ ⇒ D ◦ I

1 Vect
I′ //1

Span
I $$JJJJJJ

Span

Vect

D

::ttttt
ι
��

in Bicat(1,Vect) consisting of the following data:

– an the identity linear operator on the ground field:

χ1 : R → R[1];

– the second family of data again becomes an equation and is trivially satisfied;

and we check following axioms:

–

• an invertible modification as pictured below;

Span2

Span
⊗ ��=====

Span Vect
D

//

Span3

Span2

1×⊗

�������
Span3

Span2

⊗×1
==

��==

Span2

Span
⊗�������

Span3 Vect3
D×D×D//

Span2 Vect2
D×D //

Vect3

Vect2

⊗′×1

��=====

Vect2

Vect
⊗′��������

ω_ *4 Span2

Span
⊗ ��=====

Span Vect
D

//

Span2 Vect2
D×D //

Span3

Span2

1×⊗

�������
Span3 Vect3

D×D×D// Vect3

Vect2

1×⊗′
��

����
Vect2

Vect
⊗′ ��======

Vect3

Vect2

⊗′×1

��=====

Vect2

Vect
⊗′��������

⇐
a′

⇓χ

⇓1×χ⇓χ×1

⇓χ

a
⇐

which describes an equation that should hold in Vect since there are no non-trivial

2-morphisms.

• invertible modifications γ and δ as pictured below;

Vect

Vect2
I′×1 88qqqqqq

Vect2

Vect

⊗′

&&MMMMMM

Span

Vect

D

OO

Span Span
1

// Span

Vect

D

OO Vect Vect
1

//

Span

Vect

D

OO

Span Span
1

//

Vect

Vect2
I′×1 88qqqqqq

Vect2

Vect

⊗′

&&MMMMMM

Span

Vect

D

OO

Span

Span2

I×1
;;xxxxxxxx

Span2

Span

⊗

##FFFFFFFFSpan2

Vect2

D×D

OO

=

⇓l′

⇒

ι×1
⇒
χ

⇓l

γ _ *4
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Vect Vect
1 //

Span

Vect

D

OO

Span

Span2
1×I ''OOOOO

Span2

Span

⊗

77ooooo

Span

Vect

D

OO

Span Span
1 // Span

Vect

D

OOVect Vect
1 //

Span

Span2
1×I ''OOOOO

Span2

Span

⊗

77ooooo

Span

Vect

D

OOVect

Vect2

1×I′ ""EEEEEEEEE

Vect2

Vect

⊗′

<<yyyyyyyyy

Span2

Vect2

D×D

OO

⇓r

= ⇓r′

⇒

1×ι
⇒
χ

δ _ *4

in Bicat(Span,Vect), which again describe equations that should hold in Vect.

Then we are left to check the axioms of a monoidal homomorphism.

• Checking the axioms is as usual a straightforward, yet tedious, exercise.

6.6 The Pull-Push Approach to Degroupoidification

Here we give another description of degroupoidification. In particular, we

describe a different way of obtaining a linear operator from a span of groupoids. In

this approach, any groupoid G gives a vector space R[G] as before, but we turn spans

into operators with the help of the following operations:

Definition 63. Let p : G → H be a functor between groupoids. Then we define the

operator p∗ : R[H] → R[G] by

p∗f([x]) =
|Aut(p(x))|

|Aut(x)|
f([p(x)])

where f ∈ R[H] and [x] ∈ G.

Note that here we are using the ordinary cardinality of the sets Aut(x) and

Aut(p(x)), not groupoid cardinality.

Definition 64. Let p : G → H be a functor between groupoids. Then we define the

operator p∗ : R[G] → R[H] by

p∗f([y]) =
∑

[x]∈p−1(y)

|Aut(y)|

|Aut(x)|
f([x])

where f ∈ R[G] and [y] ∈ H.
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Theorem 65. There is a covariant functor (−)∗ : Grpd → Vect, which takes a functor

p : G → H between groupoids to the linear operator p∗ : R[G] → R[H]. Similarly, there is

a contravariant functor (−)∗ : Grpd → Vect, which takes a functor p : G → H between

groupoids to the linear operator p∗ : R[H] → R[G].

Proof. Checking that each of these processes preserve identities is an easy exercise in

applying the definitions. Given and identity functor 1: G → G and any f ∈ R[G], we

first apply the lower star process to get:

1∗f [x] =
∑

[v]∈1−1(x)

f([v]) = f([x]) = f([x]).

Similarly, for the upper star process, we get:

1∗f([x]) =
|Aut(1(x))|

|Aut(x)|
f([1(x)]) =

|Aut(x)|

|Aut(x)|
f([x]) = f([x]).

So both processes preserve identities.

To check that the lower star process preserves composition, we first write down

the formula for (qp)∗.

(qp)∗f([z]) =
∑

x∈(qp)−1(z)

f([x])

We then check what happens as we apply the operators separately.

q∗p∗f([z]) =
∑

y∈q−1(z)

p∗f([y])

=
∑

y∈q−1(z)

∑

x∈p−1(y)

f([x])

The second sums are over all [x] such that [x] ∈ p−1(y) and [y] ∈ q−1(z). A quick

consideration of simple set theory reveals that this is the same as [x] ∈ (qp)∗(z). Thus

these two sums are equal.

Similarly we can check that composition is preserved by the upper star process,
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but this time as a contravariant functor. This is a straight forward calculation.

p∗q∗f([x]) =
|Aut(p(x))|

|Aut(x)|
q∗f([p(x)])

=
|Aut(p(x))|

|Aut(x)|

|Aut(q(p(x)))|

|Aut(p(x))|
f([q(p(x))])

=
|Aut(q(p(x)))|

|Aut(x)|
f([q(p(x))])

= (qp)∗f([x])

We can now state and prove the important theorem of this section which de-

scribes the process of turning a span into a linear operator.

Theorem 66. Given a span of groupoids:

S
q

����������
p

��>>>>>>>

H G

there is a unique linear operator defined by the composite

q∗p
∗ : R[G] → R[H]

and q∗p
∗ = D(S)

Proof. The composition operator is well defined simply by the definitions the two func-

tors (−)∗ and (−)∗.

The uniqueness of the operator is seen by calculating explicitly q∗p
∗(f) for any

f ∈ R[G]. This calculation is very straightforward, and yields to following formula:

q∗p
∗(f)([y]) =

∑

[x]∈G

∑

[s]∈p−1(x)
⋂
q−1(y)

|Aut(x)|

|Aut(s)|
f([x]) . (6.9)

Finally, we can apply the functor D. One then only needs to compare two

simple equations to see that these two processes produce the same linear operator:

D(S) = q∗p
∗.
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Chapter 7

Enriched Bicategories

7.1 Enriched bicategories

From the point of view of category theory, enriched category theory is obviously

attractive for many reasons. A very simple reason is that the definition of a category is

very amenable to defining the concepts of monoids and groups — that is, by looking at

categories with one object, where in the case of groups we add the extra requirement that

all morphisms be invertible. By enriching over certain monoidal categories, such as the

category of vector spaces Vect with the usual tensor product, we can define associative

algebras as one object categories enriched over Vect. These are just fun toy examples,

but this theory is, in fact, very rich.

The important point of which one should make note is that we can only enrich

over a category if it has a monoidal structure. Why is this? Very simply, a monoidal

structure is a functor ⊗ : V × V → V, which becomes the composition map in the

enriched category. In other words, for objects x, y, z of a V-enriched category, there is a

composition map in V given by

cxyz : hom(x, y)⊗ hom(y, z) → hom(x, z).

We have encountered several examples of monoidal categories at this point –

that is, Span and FinVect. In fact, Span is an example of a monoidal bicategory. We

shall treat both Span and FinVect as such structures, where FinVect is trivial at the top

level, i.e., it has only identity 2-morphisms. So we are in need of a theory of “enriched

bicategories”. There are many possible approaches to such a theory, but we will present

one such approach and give some evidence that it is the “correct” approach, in the sense
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that certain theorems hold.

Before giving the definition, we give an outline of the structure of enriched

categories. Starting with a monoidal category V, a V-enriched category C consists of

a set of objects x, y, z, . . ., and for each pair of objects x, y, an object hom(x, y) of V.

Further, the structure maps of C, which we will detail below are morphisms in V.

It is useful to note that an enriched category is not necessarily a category, and

an enriched bicategory is not necessarily a bicategory. However, there are certain exam-

ples of monoidal categories and bicategories for which the resulting enriched structures

should be very familiar. We will provide some examples and state some theorems at the

end of this section.

7.1.1 Definition: V-categories

In this section we consider a monoidal category V.

Definition 67 ((Enriched category)). A V-category C consists of the following data

subject to the following axioms:

Data:

• A set Ob(C) of objects x, y, z, . . .;

• for each pair of objects x, y, a hom-object hom(x, y) ∈ V, which we will often

denote (x, y);

• a morphism called composition

c = cxyz : hom(x, y)⊗ hom(y, z) → hom(x, z)

for each triple of objects x, y, z ∈ C;

• an identity-assigning morphism

ix : I → hom(x, x)

for each object a ∈ C;

Axioms:
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•
(w,x)⊗((x,y)⊗(y,z))((w,x)⊗(x,y))⊗(y,z)

(w,y)⊗(y,z) (w,x)⊗(x,z)

(w,z)

a
//

1⊗c

��&
&&&&&&&&&

c⊗1

�������� ����

c

||yyyyyyyyyyyyyy

c

""EEEEEEEEEEEEEE

for each quadruple of objects w, x, y, z ∈ B;

•
(x,x)⊗(x,y)

(x,y) I⊗(x,y)

(x,y)⊗(y,y)

(x,y)(x,y)⊗I

cxxy

�����������������������

rxy
oo

ix⊗1

OO

cxyy

��?????????????????????

lxy

//

1⊗iy

OO

for each pair of objects x, y ∈ B;

7.1.2 Definition: V-bicategories

Definition 68 ((Enriched bicategory)). Let V be a monoidal bicategory. A V-bicategory

B consists of the following data subject to the following axioms:

Data:

• A set Ob(B) of objects x, y, z, . . .;

• for every pair of objects x, y, a hom-object hom(x, y) ∈ V, which we will often

denote (x, y), while suppressing the tensor product when necessary;

• a morphism called composition

c = cxyz : hom(x, y)⊗ hom(y, z) → hom(x, z)

for each triple of objects x, y, z ∈ B;

• an identity-assigning morphism

ix : I → hom(x, x)
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for each object a ∈ B;

• an invertible 2-morphism called the associator

(w,x)⊗((x,y)⊗(y,z))((w,x)⊗(x,y))⊗(y,z)

(w,y)⊗(y,z) (w,x)⊗(x,z)

(w,z)

a
//

1⊗c

��&
&&&&&&&&&

c⊗1

�������� ����

c

||yyyyyyyyyyyyyy

c

""EEEEEEEEEEEEEE

αabcd

s{ oooooooo

for each quadruple of objects w, x, y, z ∈ B;

• and invertible 2-morphisms called the right unitor and left unitor

(x,x)⊗(x,y)

(x,y) I⊗(x,y)

(x,y)⊗(y,y)

(x,y)(x,y)⊗I

cxxy

�����������������������

rxy
oo

ix⊗1

OO

cxyy

��?????????????????????

lxy

//

1⊗iy

OO

ρxy

[c?????

?????
λxy

;C�����
�����

for every pair of objects x, y ∈ B;
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Axioms:

(v,w)((w,x)((x,y)(y,z)))

((v,w)(w,x))((x,y)(y,z)) ((v,w)(w,x))((x,y)(y,z))

(((v,w)(w,x))(x,y))(y,z)

((v,w)((w,x)(x,y)))(y,z)(v,w)(((w,x)(x,y))(y,z))

(v,w)((w,x)(x,z))

((v,w)(w,x))(x,z)

(v,x)(x,z)

(v,x)((x,y)(y,z))

((v,x)(x,y))(y,z)

(v,y)(y,z)

((v,w)(w,y))(y,z)(v,w)((w,y)(y,z))

(v,w)(w,z)

(v,z)a

��											

a

ZZ55555555555

1×a

ZZ55555555555

a
oo

a×1

��											

a

��									

c×1
44hhhhhhhhhhhhhhhhhhhh

1×c
jjVVVVVVVVVVVVVVVVVVVV

a

ZZ555555555

1×c

��

1×c

ccGGGGGGGGGGGGGGGGGGGGGGGG

a
oo

c×1

;;wwwwwwwwwwwwwwwwwwwwwwww

c×1

��

1×c

ffMMMMMMMMMMMMM

1×(1×c)

ddIIIIIIIIIIIIII

c×1

88qqqqqqqqqqqqq

(c×1)×1

::uuuuuuuuuuuuuu

(1×c)×1

��

1×(c×1)

��

c

44

c

��

c

jj

π

KS
α×1 #+OOOO

OOOO

∼ks

σ2
&.TTTT

TTTTσ1
V^4444

4444

σ3 �#
?????

?????

(1×α)−1

3;oooo oooo

α−1
3

v~

α1

;C
α2

[c

((x,y)⊗(y,y))⊗(y,z) (x,y)⊗((y,y)⊗(y,z))

((x,y)⊗I)⊗(y,z) (x,y)⊗(I⊗(y,z))

(x,y)⊗(y,z) (x,y)⊗(y,z)

(x,z)

1⊗(iy⊗1)

a //

(1⊗iy)⊗1

OO OO

a //

c⊗1

��?????????????

1⊗c

��?????????????

r⊗1

GG�����������������������

1⊗l

GG�����������������������

c
,,ZZZZZZZZZZ c

rrdddddddddd

1

88

α

s{ oooooooo

µabc #+OOOO
OOOO

ρ⊗1 � 
::::

::::

(1⊗λ)−1T\σ #+

σ is the component 2-cell expressing the pseudo naturality of the associator for the tensor

product in the monoidal bicategory V, and the arrow marked ∼ is just the associator

natural isomorphism in the underlying bicategory of V.

7.1.2.1 Unpacking the axioms

We can write the first axiom as an composite equal to the identity (note these

are written in the usual functional ordering):
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(
α−1
3 · ((1vw × cwxy)× 1yz)(avwxy × 1yz)

)
:

cvyz(cvwy × 1yz)((1vw × cwxy)× 1yz)(avwxy × 1yz)

⇒ cvwz(1vw × cwyz)avxyz((1vw × cwxy)× 1yz)(avwxy × 1yz)

(
cvyz · (α× 1)−1

)
:

cvyz(cvxy × 1yz)((cvwx × 1xy)× 1yz)

⇒ cvyz(cvwy × 1yz)((1vw × cwxy)× 1yz)

(α2 · ((cvwx × 1xy)× 1yz)) :

cvxz(1vx × cxyz)avxyz((cvwx × 1xy)× 1yz)

⇒ cvyz(cvxy × 1yz)((cvwx × 1xy)× 1yz)

(cvxz(1vx × cxyz)σ2) :

cvxz(1vx × cxyz)(cvwx × 1xyz)avxyz

⇒ cvxz(1vx × cxyz)avxyz((cvwx × 1xy)× 1yz)

(cvxz · = ·avxyz) :

cvxz(cvwx × 1xz)(1vx × cxyz)1avxyz

⇒ cvxz(1vx × cxyz)(cvwx × 1xyz)avxyz

(α1 · (1vx × cxyz)1avxyz) :

cvwz(1vw × cvwx)avwxz(1vx × cxyz)1avxyz

⇒ cvxz(cvwx × 1vx)(1vx × cvwx)1avxyz

(cvwz(1vw × cwxz) · σ1 · 1avxyz) :

cvwz(1vw × cwxz)(1vw × (1wx × cxyz))avwxz1avxyz
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⇒ cvwz(1vw × cwxz)avwxz(1vx × cxyz)1avxyz

(cvwz(1vw × cwxz)(1vw × (1wx × cxyz)) · π) :

cvwz(1vw × cwxz)(1vw × (1wx × cxyz))(1vw × awxyz)avwyz(avwxy × 1yz) ⇒

cvwz(1vw × cwxz)(1vw × (1wx × cxyz))avwxz1avxyz

(
cvwz · (1× α)−1 · avwyz(avwxy × 1yz)

)
:

cvwz(1vw × cwyz)(1vw × (cwxy × 1yz))avwyz(avwxy × 1yz)

⇒ cvwz(1vw × cwxz)(1vw × (1wx × cxyz))(1vw × awxyz)avwyz(avwxy × 1yz)

(cvwz(1vw × cwyz) · σ3 · (avwxy × 1yz)) :

cvwz(1vw × xwyz)(1vw × (cwxy × 1yz))avwyz(avwxy × 1yz)

⇒ cvwz(1vw × cwyz)avxyz((1vw × cwxy)× 1yz)(avwxy × 1yz)

We can similarly unpack the second axiom:

α · ((1xy × iy)× 1yz) :

cxyz(1xy × cyyz)axyyz((1xy × iy)× 1yz)

⇒ cxyz(cxyy × 1yz)((1xy × iy)× 1yz)

cxyz · (ρ× 1):

cxyz(cxyy × 1yz)((1xy × iy)× 1yz)

cxyz(rxy × 1yz)

= ·(rxy × 1yz) :

cxyz(rxy × 1yz)

97



⇒ cxyz(rxy × 1yz)

cxyz · µ :

cxyz(rxy × 1yz)

⇒ cxyz(1xy × lyz)axyIyz

cxyz · (1× λ)−1 · axyIyz :

cxyz(1xy × lyz)axyIyz

⇒ cxyz(1xy × cyyz(1xy × (iy × 1yz))axyIyz

cxyz(1xy × cyyz) · σ :

cxyz(1xy × cyyz)(1xy × (iy × 1yz))axyIyz

⇒ cxyz(1xy × cyyz)axyyz((1xy × iy)× 1yz)

7.1.2.2 On enriched bicategories

We write down some basic theorems concerning enriched bicategories.

Proposition 69. Given a monoidal bicategory V which has only identity 2-morphisms,

then every V-bicategory is a V-category in the obvious way.

Proof. The proof is straightforward.

Claim 70. Prove that enrichment over symmetric monoidal bicategory gives monoidal

structure.

Claim 71. Let Cat be the bicategory of (small) categories, functors and natural trans-

formations. Then a Cat-bicategory is a bicategory.
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7.1.3 Change of base

We have developed a theory of enriched bicategories with the intention of writ-

ing down a theorem on change of base — that is, given a functor between monoidal

bicategories f : V → V ′ and a V-bicategory then can pass the structure along this map

to obtain the structure of a V ′-bicategory. In the present setting we consider only the

monoidal functor called degroupoidification from the monoidal bicategory Span(Grpd)

to Vect. Since Vect is a monoidal category, but trivial as a monoidal bicategory,

the change of base theorem has no content with respect to this functor — that is, a

Span(Grpd)-bicategory is easily seen to yield a Vect-bicategory. Nonetheless, we prove

the general result since it is quite straightforward and has interesting applications, which

have been suggested in Hoffnung [22] and will be developed in Baez-Hoffnung [7].

Theorem 72. Given a map of monoidal bicategories f : V → V ′ and a V-bicategory BV ,

then there is a V ′-bicategory BV ′.

Proof. This proof consists of two parts. First, we give the data of the desired V ′-

bicategory BV ′. In the second part, we show using the axioms of BV that the relevant

axioms hold for BV ′ .

BV ′ has as data:

• the same objects as BV , i.e.,

Ob(BV ′) := Ob(BV);

• for each pair of objects a, b in BV ′, a hom-object

homBV′ (a, b) := f(homBV
(a, b));

• for each triple of objects a, b in BV ′, a morphism called composition

c′ = c′abc : f(homBV
(a, b))⊗ f(homBV

(b, c)) → f(homBV
(a, c))

defined by

c′ = c′abc := f(cabc) ◦ χhomBV
(a,b),homBV

(b,c),

where χ is the structural pseudo natural equivalence of f expressing the preserva-

tion of the tensor product;
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• for each object a in BV ′, an identity-assigning morphism

i′a := f(ia) ◦ ι : I
′ → f(homBV

(a, a)),

where ι is the structural pseudo natural equivalence of f expressing the preserva-

tion of the unit of the tensor product;

• for each quadruple of objects a, b, c, d in BV ′, an associator given by the composite

of the 2-cells in the following diagram:

f((a,b)⊗((b,c)⊗(c,d)))f(((a,b)⊗(b,c))⊗(c,d))

f((a,c)⊗(c,d))f((a,b)⊗(b,d))

f((a,d))

f((a,b))⊗f((b,c)⊗(c,d))f((a,b)⊗(b,c))⊗f(c,d)

f((a,b))⊗(f(b,c)⊗f(c,d))(f(a,b)⊗f(b,c))⊗f((c,d))

f((a,b))⊗f((b,d)) f((a,c))⊗f((c,d))

f(aV )
//

f(1⊗c)
��*******

f(c⊗1)


�������

f(c)

����������������

f(c)

��??????????????

χ

		�������

χ

��+++++++

1⊗χ

����������
χ⊗1

��99999999
aV′ //

c′⊗1

�����������������������

1⊗c′

��.....................

1⊗f(c)

##FFFFFFFFFFFFFFFFFF

f(c)⊗1

{{xxxxxxxxxxxxxxxxxx

c′

&&MMMMMMMMMMMMMMMMMMMMMMMMMMMMM

c′

xxqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
χ ++WWWWWWWW χ

ssggggggg

f(αabcd) �#
???

???

ωabcd #+OOOO
OOOO

χc′1 #+OOOO
OOOO χ1c′

s{ oooooooo

The 1- and 2-morphisms χ and ω are part of the structure of the monoidal homo-

morphism f .

• given a pair of objects a, b in Bf(V), a right unitor given by the composite of the

2-cells in the following diagram:
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f((a,b)) f((a,b))⊗I′

f((a,a))⊗f((a,b))

f((a,a)⊗(a,b))

f((a,b))⊗f(I)

f((a,b)⊗I)

r′
ab

oo

i′a⊗1

OO

c′

}}{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

f(ia)⊗1

JJ����������������������������������

χ

������������������������������������

f(c)

zzuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu

ι⊗1

VV-------------------------

f(ia⊗1)

MM������������������

f(rab)

sshhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh

χ

�������������������

χ1iaks

δ(a,b)[c????

f(ρab)ck OOOO
OOOO

and a left unitor given by the composite of the 2-cells in the following diagram:
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f((a,b))I′⊗f((a,b))

f((a,a))⊗f((a,b))

f((a,a)⊗(a,b))

f(I)⊗f((a,b))

f(I⊗(a,b))

l′
ab

//

i′a⊗1

OO

c′

!!CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC

f(ia)⊗1

TT**********************************

χ

��9999999999999999999999999999999999

f(c)

$$IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

ι⊗1

HH�������������������������

f(1⊗ia)

QQ$$$$$$$$$$$$$$$$$$

f(lab)

++VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV

χ

��?????????????????

χ1ia +3

γ(a,b) ;C����

f(λab) 3;oooo oooo

• We are left to show that the data of BV ′ given above satisfy the two axioms of

enriched bicategories. This is straightforward to check. The idea is to consider the

image of each of the axioms in BV . These will necessarily be commuting diagrams

in V ′. Each vertex of these commuting surfaces is the image of a tensor product

of hom-objects of BV . These can be canonically extended to objects which are

the tensor product of hom-objects of BV ′ with canonical fillings of the resulting

surfaces by the structural 2-cells of V ′. In particular, each surface of the image of

the axioms yields a new surface in V ′ and together these are the closed surfaces

which are the axioms of BV ′. The fact that these surfaces compose immediately

implies that they commute. For clarity, we give one example of the new surface

obtained from the face f(µ).
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f(a,b)⊗f(b,c) f(a,b)⊗f(b,c)

(f(a,b)⊗I′)⊗f(b,c) f(a,b)⊗(I′⊗f(b,c))

f((a,b)⊗(b,c)) f((a,b)⊗(b,c))

(f(a,b)⊗I′)⊗f(b,c) f(a,b)⊗(I′⊗f(b,c))

f((a,b)⊗I)⊗f(b,c) f(a,b)⊗f(I⊗(b,c))

(f(a,b)⊗f(I))⊗f(b,c) f(a,b)⊗(f(I)⊗f(b,c))

1 //

a′
//

r′⊗1

OO

1⊗l′

OO

f(1)
//

f(a)
//

f(r⊗1)

OO

f(1⊗l)

OO

f(r)⊗1

UU****************************************

1⊗f(l)

II����������������������������������������

χ

&&MMMMMMMMMMMMMMMMMM

χ

xxqqqqqqqqqqqqqqqqqq

χ

??����� χ

__?????

χ⊗1

OO

1⊗χ

OO

a′ //

(1⊗ι)⊗1

99rrrrrrrrrrrr
1⊗(ι⊗1)

eeLLLLLLLLLLLL

f(µ)

;C�����
�����

ω
ck OOOO

OOOO

χ

{� �����
�����

χ
�#

?????

????? χ

{� �����
�����

δ⊗1ks
1⊗γ

+3
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Chapter 8

Proof of Fundamental Theorem

In this chapter, we prove, up to coherence, the main results of this work. That

is, we give the main structure of the higher categories which appear, but leave as easy

exercises in category theory the checking of coherence axioms.

8.1 The Hecke Bicategory

In Section 3.4, we claimed that there exists a Span(Grpd)-enriched bicategory

for every finite group G, and we hinted at such a structure. Here we give a more complete

account of this structure.

Theorem 73. Given a finite group G, there is a Span(Grpd)-enriched bicategory called

Hecke(G) consisting of:

• finite G-sets as objects,

• for each pair of finite G-sets, a hom-groupoid

hom(X,Y ) = (X × Y )//G ∈ Span(Grpd),

• for each triple of finite G-sets X,Y,Z, a span of groupoids called composition given

by:

(X × Y × Z)//G
(pX×pY )×(pY ×pZ)

**UUUUUUUUUUUUUUUUU
pX×pZ

vvlllllllllllll

(X × Z)//G (X × Y )//G × (Y × Z)//G
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• for each finite groupoid X, an identity-assigning span of groupoids:

(X ×X)//G

%%JJJJJJJJJJJ
Id

vvnnnnnnnnnnnn

(X ×X)//G 1

In the following diagrams, we will shorten the notation of action groupoids from (S)//G

to S, where (S) is a finite G-set. To avoid confusion we will use square brackets to

denote associativity of groupoids.

• for each quadruple of finite G-setsW,X, Y,Z, an isomorphism class of equivalences

of spans of groupoids, called the associator, between the composites of the spans:

(W×Z)

(W×X×Z)

(W×X)×(X×Z)

(W×X)×(X×Y ×Z)

(W×X)×[(X×Y )×(Y×Z)]

[(W×X)×(X×Y )]×(Y×Z)

[(W×X)×(X×Y )]×(Y×Z)
�������������

��77777777777

���������������

��?????????????

���������������

��?????????????

with associativity of composites of spans given by ((·, ·), ·) and:

(W×Z)

(W×Y×Z)

(W×Y )×(Y×Z)

(W×X×Y )×(Y ×Z)

[(W×X)×(X×Y )]×(Y×Z)
�������������

��77777777777

�������������

��77777777777

• and isomorphism classes of equivalences of spans of groupoids, called the right

unitor, from the composite of the spans:

(X×Y )

(X×X×Y )

(X×X)×(X×Y )

(X×X)×(X×Y )

1×(X×Y )
�������������

��77777777777

�������������

��77777777777

to the span:

(X×Y )

(X×X)×(X×Y )

1×(X×Y )
�������������

��77777777777
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and called the left unitor, from the composite of the spans:

(X×Y )

(X×Y×Y )

(X×Y )×(Y×Y )

(X×Y )×(Y ×Y )

(X×Y )×1
�������������

��77777777777

�������������

��77777777777

to the span:

(X×Y )

(X×Y )×(Y×Y )

(X×Y )×1
�������������

��77777777777

Proof. Defining the maps between the spans in the structure of the Hecke bicategory is

straightforward in each case. It is equally simple to check that each map is an equivalence

of spans. Then one is just left to check the commutativity of the closed surface axioms

in the definition of enriched bicategories. This is a simple, yet messy in its explicit form,

equation of isomorphism classes of equivalences of spans of groupoids.

8.2 Fundamental Theorem of Hecke Operators

There is not a lot to show here. In particular, for each finite group G we

want to show an equivalence of algebroids, or Vect-enriched categories, between the de-

groupoidification of the Hecke bicategory D̄(Hecke(G)) and the category of permutation

representations PermRep(G).

Theorem 74. For each finite group G, there exists a full, faithful and essentially sur-

jective Vect-enriched functor:

T : PermRep(G) → D̄(Hecke(G)).

Proof. The functor T assigns to a permutation representation VX the finite G-set X,

which is the chosen basis of VX fixed under the action of G. We need to show that T

locally consists of maps of vector spaces that respect composition and identities.

We first define T on hom-spaces for each pair of finite G-sets X,Y :

T : hom(VX , VY ) → R[(X × Y )//G]
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Recall that everything in sight is finite, and thus we can switch freely from

functions to linear combinations. A linear operator f : VX → VY can be identified with

a function f : RX → RY and, thus, a matrix f : X × Y → R Since f is an intertwiner,

the matrix is constant on orbits. It follows that there exists a function f̃ as shown here:

X × Y

f

%%JJJJJJJJJJJ

��
(X × Y )//G

f̃

// R

where the vertical arrow sends pairs (x, y) to their orbit under the diagonal action of G.

Then we define:

T (f) := f̃ .

It is clear that T is an isomorphism of vector spaces, and it follows that T is

an equivalence of Vect-categories if it preserves the enriched structure. This involves

checking two commutative diagrams.

We first show the following diagram commutes:

hom(VX , VY )⊗ hom(VY , VZ)
◦ //

T×T
��

hom(VX , VZ)

T
��

R[(X × Y )//G]⊗ R[(Y × Z)//G]
D(◦̄)

// R[(X × Z)//G]

We consider the diagram of spans of groupoids:

(X × Y × Z)//G
q′

vvlllllllllllll
p′

**UUUUUUUUUUUUUUUUU

(X × Z)//G (X × Y )//G × (Y × Z)//G

X × Y × Z

i2

OO

p

**VVVVVVVVVVVVVVVVV
q

uullllllllllllll

X × Z

i3

OO

(X × Y )× (Y × Z)

i1

OO

where the bottom span is a span of sets, i.e., discrete groupoids, and the vertical arrows

are inclusion functors. It is not difficult to check that the functions on such a span of

sets can be pulled and pushed through the span yielding matrix multiplication. Thus,
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we consider the diagram:

R[(X × Y × Z)//G]

i∗2

��

q′∗

uukkkkkkkkkkkkkk

R[(X × Z)//G]

i∗3

��

R[(X × Y )//G]⊗ R[(Y × Z)//G]

p′∗

kkVVVVVVVVVVVVVVVVVV

i∗1

��

R[X × Y × Z]
q∗

uukkkkkkkkkkkkkkk

R[X × Z] R[X × Y ]⊗ R[Y × Z]

p∗

kkWWWWWWWWWWWWWWWWWWW

where the composite q′∗p
′∗ = D(◦̄). The square on the left commutes as the image under

the pullback functor. We are left to check the square on the right.

We prove this in a slightly more general setting. Suppose S and T are G-sets

and f : S → T is equivariant. Then the following diagram commutes:

S//G
r′ // T//G

S

iS

OO

r
// T

iT

OO

and we need to show the following diagram commutes:

R[S//G]

i∗
S

��

r′∗ // R[T//G]

i∗
T

��
R[S] r∗

// R[T ]

This is just a simple verification of an equality using the pull-push formulas

given in Section ??.

Finally, in a similar yet simpler way, one can prove that the functor T preserves

identities.

8.3 Categorified Hecke Algebras

A corollary of the previous two sections is that the Hecke bicategory locally

categorifies the Hecke algebras for finite G-sets X, which come from the appropriate

representation theoretic data. This was discussed in Section 4.2.

Given Dynkin diagram Γ and a prime power q, there is an algebraic group

G = G(Γ, q) over the finite field Fq. We can choose a Borel subgroup B ⊂ G and form a
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finite G-set X = G/B called the flag variety. We can view this as an object of Hecke(G)

and look at the hom-groupoid Hecke(G)(X,X). From the Fundamental Theorem of

Hecke Operators in the previous section we have the following result:

Theorem 75. Given a Dynkin diagram Γ and a prime power q, the resulting algebraic

group G = G(Γ, q) over Fq is finite and thus there is a corresponding Hecke bicategory

Hecke(G), and D((X ×X)//G) is the Hecke algebra.

Proof. This follows from the isomorphism between the Hecke algebra as a deformation

of the group algebra of the corresponding Coxeter group and the algebra of intertwining

operators from a particular induced representation from a Borel to the full group G to

itself. This happens to be a permutation representation and thus the space of endo-

operators is a hom-space in PermRep(G).
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Chapter 9

Appendix

This appendix gives the definition of bicategory, maps between bicategories,

monoidal bicategory, and homomorphism between monoidal bicategories. The defini-

tions of bicategory and maps between bicategory are taken from Tom Leinster’s Basic

Bicategories [31], and the definitions of monoidal bicategory and homomorphism are

taken from Nick Gurski’s thesis [21] and adapted for our purposes. This appendix is

meant to make the present work self-contained.

9.1 Bicategory Definitions

9.1.1 Bicategories

Definition 76. A bicategory B has the data

a class of objects a, b, c, . . .

for each pair a, b of objects, a small category B(a, b) with arrows f, g, h, . . . as objects

and arrows F,G,H, . . . between them as morphisms. Composition in B(a, b) is

denoted by · and for a morphism f : a→ b the identity on f is denoted 1f : f ⇒ f .

for each triple a, b, c of objects, a composition law given by a functor

◦a,b,c : B(a, b)×B(b, c) → B(a, c)

for each object a, an identity functor

Ia : 1 → B(a, a)
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where 1 stands for the final object in the category Cat of small categories. In

particular, IA is a 1-morphism in B.

for each a, b, c, d, natural isomorphisms

αa,b,c,d : ◦a,b,d ◦̄(Id× ◦b,c,d) =⇒ ◦a,c,d◦̄(◦a,b,c × Id)

ρa,b : ◦a,a,b ◦̄(Ia × Id) =⇒ Id

λa,b : ◦a,a,b ◦̄(Id× Ib) =⇒ Id

given morphisms f : a → b, g : b → c, h : c → d, the components of the isomor-

phisms are

αf,g,h : ◦ (f, ◦(g, h))
∼=

=⇒ ◦(◦(f, g), h)

ρf : ◦ (Ia, f)
∼=

=⇒ f

λf : ◦ (f, Ib)
∼=

=⇒ f

subject to the following coherence axioms:

◦(◦(f, ◦(g, ◦(h, k))))

α

��

◦(1f ,α) // ◦(f, ◦(◦(g, h), k))

α

��
◦(◦(f, g), ◦(h, k))

α
))TTTTTTTTTTTTTTT

◦(◦(f, ◦(g, h)), k)

◦(α,1k)uukkkkkkkkkkkkkk

◦(◦(◦(f, g), h), k)

with k : d→ e, and

◦(◦(f, Ib), g)
α //

ρf×Id &&MMMMMMMMMM
◦(f, ◦(Ib, g))

Id×λgxxqqqqqqqqqq

◦(f, g)

9.1.2 Homomorphisms

Definition 77. A homomorphism of bicategories F = (F, φ) : B → B′ consists of the

following data subject to the following axioms.

Data:
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A function F : obB → obB′;

for (a, b) ∈ obB × obB, a functor Fab : B(a, b) → B′(Fa, Fb);

for (a, b, c) ∈ obB × obB × obB, natural isomorphisms

B(a,b)×B(b,c)

B′(Fa,F b)×B′(Fb,F c)

B(a,c)

B′(Fa,F c)

Fab×Fbc

��

c //

c′
//

Fac

��

φabc

>F����
����

1

1

B(a,a)

B′(Fa,Fa)

Ia //

I′Fa

//

Faa

��

φa

>F����
����

these are then invertible 2-cells φgf : Fg ◦ Ff
∼
→ F (g ◦ f) and φa : I

′
fa

∼
→ FIa.

Axioms:

The following commute:

(Fh◦Fg)◦Ff F (h◦g)◦Ff

Fh◦(Fg◦Ff)

F ((h◦g)◦f)

F (h◦(g◦f))Fh◦F (g◦f)

a′

��

φ∗1 //

1∗φ
//

φ //

Fa

��φ //

Ff◦I′Fa Ff◦FIa

Ff

F (f◦Ia)

Ff

r′

��

1∗φ// φ //

Fr

��

I′
Fb

◦Ff FIb◦Ff

Ff

F (Ib◦f)

Ff

l′

��

φ∗1 // φ //

F l

��

Remark 78. If φabc and φa are all identities, so that Fg ◦Ff = F (g ◦ f) and FI = I ′,

then F is called a strict homomorphism.

9.1.3 Transformations

Definition 79. A transformation σ : F → G, where F = (F, φ) and G = (G,ψ) are

morphisms from B to B′, is defined by the following data and axioms. Below we use
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the notation h∗ : B(c, d) → B(c, e) for the functor induced by a 1-cell h : d → e of a

bicategory B, and similarly h∗ : B(e, c) → B(d, c).

Data:

1-cells σa : Fa→ Ga

Natural transformations

B(a,b)

B′(Ga,Gb)

B′(Fa,F b)

B′(Fa,Gb)

Gab

��

Fab //

(σa)∗
//

(σb)∗

��

σab

;C�����
�����

these are then 2-cells σf : Gf ◦ σa → σb ◦ Ff .

Axioms:

The following commute:

(Gg◦Gf)◦σa Gg◦(Gf◦σa) Gg◦(σb◦Ff) (Gg◦σb)◦Ff (σc◦Fg)◦Ff σc◦(Fg◦Ff)

G(g◦f)◦σa σc◦F (g◦f)

a′
//

1∗σf // a′−1
// σg∗1 // a′ //

ψ∗1

��

1∗φ

��
σgf

//

I′
Ga

◦σa σa

GIaσa

σa◦I
′
Fa

σa◦FIa

l′ //

ψ∗1

��
σIa

//

r′−1
//

1∗φ

��

Remark 80. If σab are all natural isomorphisms then σ is called a pseudo natu-

ral (or strong) transformation. If σab are all identities then σ is called a strict

transformation.
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9.1.4 Modifications

Definition 81. A modification Γ: σ → σ̃, where σ, σ̃ : F → G are transformations

and F = (F, φ), G = (G,ψ) are morphisms from B to B′, is defined by the following data

and axioms.

Data:

2-cells Γa : σa → σ̃a

Axioms:

The following commute:

Gf◦σa

σb◦Ff

Gf◦σ̃a

σ̃b◦Ff

σf

��

1∗Γa //

Γb∗1
//

σ̃f

��

9.2 Monoidal Bicategories

9.2.1 Monoidal Bicategories

Definition 82. A monoidal bicategory B consists of the following data subject to

the following axioms.

DATA:

• an underlying bicategory which we also denote B;

• a homomorphism ⊗ : B × B → B called composition;

• a homomorphism I : 1 → B, where 1 denotes the unit bicategory;

• a pseudo natural equivalence a

B × B × B
⊗×1 //

1×⊗

��

B × B

⊗

��
⇓a

B × B
⊗

// B
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in Bicat(B × B × B,B);

• pseudo natural equivalences l and r

B

B × B

I×1

??���������
B B

1
//

B × B

B

⊗

��?????????

⇓ l

B B
1

//B

B × B

1×I

??���������

B × B

B

⊗

��?????????

⇑ r

in Bicat(B,B);

• an invertible modification π

B3

B2

1×⊗ ��========

B2 B
⊗

//

B4

B3

1×1×⊗

����������
B4

B3

1×⊗×1
===

��===

B3

B2

1×⊗����������

B4 B3
⊗×1×1 //

B3 B2
⊗×1 //

B3

B2

⊗×1

��========

B2

B

⊗
����������

π_*4 B3

B2

1×⊗ ��========

B2 B
⊗

//

B3 B2
⊗×1 //

B4

B3

1×1×⊗

����������
B4 B3

⊗×1×1 // B3

B2

1×⊗
���

�����

B2

B

⊗
��========

B3

B2

⊗×1

��========

B2

B

⊗
����������

⇐
a

⇓a

=⇓a×1

⇓a

1×a
⇐

in the bicategory Bicat(B4,B), for example;

• Invertible modifications

B2

B2

1

##
B2

B3

1×I×1
OO

''OO
B2

B2

1

))

B3 B2
⊗×1

//B3

B2

1×⊗

��
B2 B

⊗
//

B2

B

⊗

��

B2

B2

1

##
B2

B2

1

))
B2 B

⊗
//

B2

B

⊗

��

⇓r×1

⇐1×l
⇓a

1

s{ ooooooooooo

ooooooooooo
µ _ *4

B2

B3
I×1×1 55lllllll

B3

B2

⊗×1

))RRRRRRR

B2

B

⊗

��
B B

1
//

B2

B

⊗

��

B2 B2

1
// B2

B

⊗

��
B B

1
//

B2

B3
I×1×1 55lllllll

B3

B2

⊗×1

))RRRRRRR

B2

B

⊗

��
B

B2

I×1
99rrrrrrrr

B2

B

⊗

%%LLLLLLLL

B3

B2

1×⊗
��

=

⇓l×1

= ⇓a

⇓l

λ _ *4

B B
1 //

B2

B

⊗

OO

B2

B31×1×I ))RRRRRRR

B3

B2

1×⊗

55lllllll
B2

B

⊗

OO

B2 B2
1 // B2

B

⊗

OOB B
1 //

B2

B31×1×I ))RRRRRRR

B3

B2

1×⊗

55lllllll
B2

B

⊗

OOB

B2
1×I %%LLLLLLLL

B2

B

⊗

99rrrrrrrr

B3

B2

⊗×1

OO
⇓1×r

= ⇓r

= ⇒a

ρ _ *4

AXIOMS:
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• The following equation of 2-cells holds in the bicategory B, where we have used

parentheses instead of ⊗ for compactness and the unmarked isomorphisms are

naturality isomorphisms for a.

(((kj)h)g)f

((k(jh))g)f

(a1)1

OO((k(jh))g)f

(k((jh)g))f
a1 77oooo

(k((jh)g))f

(k(j(hg)))f(1a)1 22dddd (k(j(hg)))f

k((j(hg))f)

a ,,ZZZZ
k((j(hg))f)

k(j((hg)f))

1a
''OOOO

k(j((hg)f))

k(j(h(gf)))

1(1a)

��
(((kj)h)g)f

((kj)h)(gf)

a ''OOOOOOOOO

((kj)h)(gf) (kj)(h(gf))
a

// (kj)(h(gf))

k(j(h(gf)))

a

77ooooooooo

(k((jh)g))f

k(((jh)g)f)

a
**TTTTT

k(((jh)g)f)

k((j(hg))f)1(a1) 44jjjjj
k(((jh)g)f)

k((jh)(gf))

1a ##GGGGGGG

k((jh)(gf))

k(j(h(gf)))

1a ,,ZZZZ

((k(jh))g)f

(k(jh))(gf)

a ''OOOOOOOOO

(k(jh))(gf) k((jh)(gf))
a

//

((kj)h)(gf)

(k(jh))(gf)

a(11)

OO

(((kj)h)g)f

((k(jh))g)f

(a1)1

OO((k(jh))g)f

(k((jh)g))f
a1 77oooo

(k((jh)g))f

(k(j(hg)))f(1a)1 22dddd (k(j(hg)))f

k((j(hg))f)

a ,,ZZZZ
k((j(hg))f)

k(j((hg)f))

1a
''OOOO

k(j((hg)f))

k(j(h(gf)))

1(1a)

��
(((kj)h)g)f

((kj)h)(gf)

a ''OOOOOOOOO

((kj)h)(gf) (kj)(h(gf))
a

// (kj)(h(gf))

k(j(h(gf)))

a

77ooooooooo

(((kj)h)g)f

((kj)(hg))f

a1

66mmmmmmmmmm

((kj)(hg))f

(kj)((hg)f)
a **TTTTT

(kj)((hg)f)

(kj)(h(gf))

(11)a

��'
''''''(kj)((hg)f)

k(j((hg)f))

a
66mmmmmmmmmm

((kj)(hg))f

(k(j(hg)))f

a1

CC��������

∼=

∼=

⇓π ⇓1π

⇓π

∼=

⇓π1 ⇓π

⇓π

• The following equation of 2-cells holds in the bicategory B, where the unmarked

isomorphisms are either naturality isomorphisms for a or unique coherence iso-

morphisms from B.

(hg)f

((hI)g)f
(r1)1 77ooooooo

((hI)g)f

(h(Ig))f
a1

77ooooooo

(h(Ig))f

(hg)f

(1l)1

''OOOOOOO

(hg)f

h(gf)

a

��

(hg)f

h(gf)
a ''OOOOOOO

h(gf) h(gf)

1

77

((hI)g)f

(hI)(gf)

a
��

h(gf)

(hI)(gf)

r(11)
OO

(h(Ig))f

h((Ig)f)

a

��
h((Ig)f)

h(I(gf))

1a
��

h((Ig)f)

h(gf)

1(l1)

""DDDDDDDDDDD

h(I(gf))
h(gf)1l
,,ZZZZZZ

(hI)(gf)

h(I(gf))

a
**TTTTT

(hg)f

((hI)g)f
(r1)1 77ooooooo

((hI)g)f

(h(Ig))f
a1

77ooooooo

(h(Ig))f

(hg)f

(1l)1

''OOOOOOO

(hg)f

h(gf)

a

��(hg)f
h(gf)a
,,ZZZZZZZ
h(gf) h(gf)

1
//

(hg)f

(hg)f

11

22dddddddddddddddddddddddddddddd

∼=

⇓π ∼=

⇓1λ

⇓µ

⇓µ1

∼=
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• The following equation of 2-cells holds in the bicategory B.

(hg)f

h(gf)

a

OOh(gf)

h((gI)f)
1(r1) 77ooooooo

h((gI)f)

h(g(If))

1a

''OOOOOOO

h(g(If))

h(gf)

1(1l)

''OOOOOOO

(hg)f (hg)f

1

77 (hg)f

h(gf)

a

77ooooooo
(hg)f

(h(gI))f

(1)1

<<zzzzzzzzzzz
(hg)f

((hg)I)f

r1
22dddddd
((hg)I)f

(h(gI))f

a1

OO

((hg)I)f

(hg)(If)
a 44jjjjj

(hg)(If)

(hg)f

(11)l ��

(hg)(If)

h(g(If))

a
OO

(h(gI))f

h((gI)f)

a

OO

(hg)f

h(gf)

a

OOh(gf)

h((gI)f)
1(r1) 77ooooooo

h((gI)f)

h(g(If))

1a

''OOOOOOO

h(g(If))

h(gf)

1(1l)

''OOOOOOO

(hg)f (hg)f
1

// (hg)f
h(gf)

a
22ddddddd

h(gf)

h(gf)
11 ,,ZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZ

∼=

⇓ρ1

⇓π

∼=

⇓µ

⇓1µ

∼=

9.2.2 Monoidal Functors

In [20], the maps defined between tricategories, and thus monoidal bicategories,

are lax functors. A homomorphism satisfies slightly stronger properties. To avoid excess

terminology, we will define homomorphisms between monoidal bicategories straightaway,

as all our examples will be of this form.

Definition 83. Let B and B′ be monoidal bicategories. A homomorphism of monoidal

bicategories F : B → B′ consists of the following data subject to the following axioms.

DATA:

• A homomorphism of bicategories F : B → B′;

• a pseudo natural equivalence χ : ⊗′ ◦ (F × F ) ⇒ F ◦ ⊗

B × B

B

⊗

��

B × B B′ ×B′F×F // B′ ×B′

B′

⊗′

��
B B′

F
//

χ

rz mmmmmmmmm
mmmmmmmmm

in Bicat(B × B,B′);

• a pseudo natural equivalence ι : I ′ ⇒ F ◦ I

1 B′I′ //1

B
I $$JJJJJJJJ

B

B′

F

::ttttttt
ι
��
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in Bicat(1,B′);

• an invertible modification as pictured below;

B2

B

⊗ ��======

B B′

F
//

B3

B2

1×⊗

�������
B3

B2

⊗×1
==

��==

B2

B

⊗��������

B3 B′3
F×F×F //

B2 B′2
F×F //

B′3

B′2

⊗′×1

��=====

B′2

B′

⊗′��������

ω_ *4 B2

B

⊗ ��======

B B′

F
//

B2 B′2
F×F //

B3

B2

1×⊗

�������
B3 B′3

F×F×F // B′3

B′2

1×⊗′
��

����
B′2

B′

⊗′ ��======

B′3

B′2

⊗′×1

��=====

B′2

B′

⊗′��������
⇐
a′

⇓χ

⇓1×χ⇓χ×1

⇓χ

a
⇐

• invertible modifications γ and δ as pictured below;

B′

B′2

I′×1
88qqqqqqqq

B′2

B′

⊗′

&&MMMMMMMM

B

B′

F

OO

B B
1

// B

B′

F

OO B′ B′

1
//

B

B′

F

OO

B B
1

//

B′

B′2

I′×1
88qqqqqqqq

B′2

B′

⊗′

&&MMMMMMMM

B

B′

F

OO

B

B2

I×1
;;xxxxxxxxx

B2

B

⊗

##FFFFFFFFFB2

B′2

F×F

OO

=

⇓l′

⇒

ι×1
⇒
χ

⇓l

γ _ *4

B′ B′
1 //

B

B′

F

OO

B

B2
1×I ''OOOOOOOO

B2

B

⊗

77oooooooo

B

B′

F

OO

B B
1 // B

B′

F

OOB
′ B′

1 //

B

B2
1×I ''OOOOOOOO

B2

B

⊗

77oooooooo

B

B′

F

OOB′

B′2

1×I′ ""EEEEEEEEE

B′2

B′

⊗′

<<yyyyyyyyy

B2

B′2

F×F

OO

⇓r

= ⇓r′

⇒

1×ι
⇒
χ

δ _ *4

in Bicat(B,B′);

AXIOMS:

• For all 1-cells (x, y, z, w) ∈ B ×B×B ×B, the following equation of modifications
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holds;

((FfFg)Fj)Fk

(F (fg)Fj)Fk

(χ1)1

OO(F (fg)Fj)Fk

F ((fg)j)Fk

χ1
@@������

F ((fg)j)Fk

F (((fg)j)k)
χ 44iiiiiii

F (((fg)j)k)

F ((f(gj))k)

F (a1)
**UUUUUUU

F ((f(gj))k)

F (f((gj)k))

Fa

��<<<<<<

F (f((gj)k))

F (f(g(jk)))

F (1a)

��
((FfFg)Fj)Fk

(FfFg)(FjFk)

a ��<<<<<<

(FfFg)(FjFk)

Ff(Fg(FjFk))

a ��<<<<<<

Ff(Fg(FjFk)) Ff(FgF (jk))
1(1χ)

// Ff(FgF (jk))

FfF (g(jk))

1χ

@@������

FfF (g(jk))

F (f(g(jk)))

χ

@@������

F ((fg)j)Fk F (f(gh))Fk
Fa1 // F (f(gh))Fk F ((f(gj))k)

χ //

((FfFg)Fj)Fk

(Ff(FgFj))Fk
a1 44jjjjj

(Ff(FgFj))Fk

Ff((FgFj)Fk)

a

��///////

Ff((FgFj)Fk)

Ff(Fg(FjFk))

1a

����������

(Ff(FgFj))Fk

(FfF (gj))Fk

(1χ)1
DD					

(FfF (gj))Fk

F (f(gh))Fk

χ1

DD					
(FfF (gj))Fk

Ff(F (gj)Fk)

a

��?????????

Ff((FgFj)Fk)

Ff(F (gj)Fk)

1(χ1)

::uuuuuu

Ff(F (gj)Fk)

FfF ((gj)k)1χ 66mmm
FfF ((gj)k)

F (f((gj)k))χ 66mmm
FfF ((gj)k)

FfF (g(jk))

1Fa

��$
$$$$$$$$$$

∼=

⇓ω1

⇓π

∼=

⇓ω

∼=

⇓1ω

((FfFg)Fj)Fk

(F (fg)Fj)Fk

(χ1)1

OO(F (fg)Fj)Fk

F ((fg)j)Fk

χ1
@@������

F ((fg)j)Fk

F (((fg)j)k)
χ 44iiiiiii

F (((fg)j)k)

F ((f(gj))k)

F (a1)
**UUUUUUU

F ((f(gj))k)

F (f((gj)k))

Fa

��<<<<<<

F (f((gj)k))

F (f(g(jk)))

F (1a)

��
((FfFg)Fj)Fk

(FfFg)(FjFk)

a ��<<<<<<

(FfFg)(FjFk)

Ff(Fg(FjFk))

a ��<<<<<<

Ff(Fg(FjFk)) Ff(FgF (jk))
1(1χ)

// Ff(FgF (jk))

FfF (g(jk))

1χ

@@������

FfF (g(jk))

F (f(g(jk)))

χ

@@������

(F (fg)Fj)Fk

F (fg)(FjFk)

a

%%KKKKK

(FfFg)(FjFk)

F (fg)(FjFk)

χ1

LL���������
(FfFg)(FjFk)

(FfFg)F (jk)1χ 11dddd

F (fg)(FjFk)
F (fg)F (jk)1χ
..]]]

(FfFg)F (jk)

F (fg)F (jk)

χ1

OO

(FfFg)F (jk)

Ff(FgF (jk))

a

��=========

F (fg)F (jk)

F ((fg)(jk))

χ

::ttttt

F ((fg)(jk))

F (f(g(jk)))

Fa
%%LLLLLLLLLLL

F (((fg)j)k)

F ((fg)(jk))

Fa

��222222222222

∼=

∼=

⇓ω

∼=

⇓Fπ

⇓ω
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• For all 1-cells (x, y) ∈ B × B, the following equation of modifications holds.

FfFg

F (fg)

χ

OOF (fg)

F ((fI)g)

F (r1)

::tttttttttttttttttt

F ((fI)g) F (f(Ig))
Fa // F (f(Ig))

F (fg)

F (1l)

$$IIIIIIIIIIIIIIIIII

FfFg FfFg
1

// FfFg

F (fg)

χ

OO

FfFg

F (fI)Fg

Fr1

CC�������������

F (fI)Fg

F ((fI)g)

χ

EE����������������

FfFg

(FfI)Fg

r1

66nnnnnnnnn

(FfI)Fg Ff(IFg)
a // Ff(IFg)

FfFg
1l ++WWWWWWWWWWWWWWWWWWWWW(FfI)Fg

(FfFI)Fg
(1ι)1 ;;wwwwww

(FfFI)FgF (fI)Fg
χ1oo (FfFI)Fg

Ff(FIFg)
a 55llll
Ff(FIFg)

FfF (Ig)
1χ

DD





FfF (Ig)

F (f(Ig))

χ

CC����

Ff(IFg)

Ff(FIFg)

1(ι1)

OO

FfF (Ig)

FfFg

1F l

��?????????????????????????????

∼=

⇓ω

∼=

⇓µ

⇓1γ
δ1
⇒

∼=

FfFg

F (fg)

χ

OOF (fg)

F ((fI)g)

F (r1)

::tttttttttttttttttt

F ((fI)g) F (f(Ig))
Fa // F (f(Ig))

F (fg)

F (1l)

$$IIIIIIIIIIIIIIIIII

FfFg FfFg
1

// FfFg

F (fg)

χ

OOF (fg) F (fg)
1

//

⇓Fµ

∼=
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