5. SOLUTIONS TO EXERCISE 5

Exercise 5.7. Check whether the following matrices are diagonalizable. Note that you do

NOT need compute the diagonalized matrix or the change-of-basis matrix.

2 10
(1) A= |0 5 3].
00 8

Solution 5.7. A is upper-triangular matrix. Then its diagonal consists of all its eigenval-

ues, which are 2,5,8. Since all are distinct, A is diagonalizable.

1 2
3 4

Solution 5.7. The equation det(B — ) = 0is (1 — A)(4 — A) — 6 = 0. The equation is
A? — 5\ — 2 = 0, which has two distinct solutions since (—5)? —4 x 1 x (—2) # 0. Then B

has two distinct eigenvalues. Then it is diagonalizable.

2 —1 0
B)C=10 3 o0l
1 1 2

Solution 5.7. The equation det(C'— AI) = 0 is (2 — A\)?(3 — X) = 0. It has two solutions
2 and 3 where 2 is a double solution.

e For eigenvalue A = 2, the eigenspace is the solution to the equation (C' — 21)X = 0 for
X e

The solution is X € Span | |0



e For eigenvalue A = 3, the eigenspace is the solution to the equation (C' — 3I)X = 0 for

X eC:
2—-3 -1 0
0 3-3 0 |X=0
1 1 2-3
1
The solution is X € Span | | —1
0

Then we can only find two linearly independent eigenvectors. Therefore C' is not diagonal-

izable.

Exercise 5.8.

(1) Suppose T' € L(V) is diagonalizable. Prove that V' = Nul(T') @ im(7T).

Solution 5.8. Since T is diagonalizable, then there exists a basis of V' {vy,...,v,} con-
sisting of eigenvectors. Then there exists A € F such that T'(v;) = \w; for i = 1,...,n.
Without loss of generality, we may assume that A\; = ... = A\, = 0 and A\gyq,..., A\, # 0.
Then vy,...,v, € Nul(T), and vg41,...,v, € im(T). So since V' = Span(vy,...,v;) @
Span(vgi1, - - -, Vn) = Nul(T) & im(7T).

(2) State the converse of the statement above. Prove it or give a counterexample.

Solution 5.8. The converse is “If V' = Nul(T) @ im(7T'), then T is diagonalizable.” V = C?
000

and T being defined by A= [0 1 1| is a counter example. Here Nul(7') = Span(e; ), and

001
im(7T") = Span(es, e3) but A is not diagonalizable.

Exercise 5.9. Give an example that R, T € L(C?*) such that R and T each have 2,6,7 as
eigenvalues and no other eigenvalues, and there does not exist an invertible operator S € £(C*)

such that R = S~!TS.
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Solution 5.9. Let & = {e1,eq,e3,e4} and F = {f1, fo, f3, fa} be two bases. Let R be defined

2100 2000
0200 0 2 0
by under the basis £ and 7" be defined by under the basis F.
006 0 006 0
0007 0007
Assume such an invertible operator S exists. Then let v; = S~'(f1) and vy = S~'(f2). Since

{f1, f2} is linearly independent, {vy,vo} should be linearly independent. Since
R(vr) = §7'TS(vn) = ST (f) = S71(2f) = 2571 (h) = 2v1,
R(vz) = S7'TS(vg) = STT(f2) = S71(2f2) = 257 (fo) = 202,

v1 and vy are linearly independent eigenvectors of R corresponding to the eigenvalue 2, which
is impossible. Therefore the assumption is wrong. Then such an invertible operator doesn’t

exist.

Exercise 5.10. Let V be finite-dimensional, and 7',.S € £(V'). Suppose T has dim V' distinct
eigenvalues, and S has the same eigenvectors as T (not necessarily with the same eigenvalues).

Prove that ST =T'S.

Solution 5.10. Since 7" have dim V' distinct eigenvalues, the eigenvectors of 1" corresponding

to distinct eigenvalues form a basis. Let vq,...,v, be these eigenvectors and \q,...,\, be
corresponding eigenvalues. Then we have T'(v1) = Ajvy, ..., T(v,) = Ayvn.
S has the same eigenvectors as 1", and we denote the corresponding eigenvalues by i1, ..., fin.

Then we have S(v1) = pv1, ..., S(vn) = pnvy.

For any v € V, since {vy,...,v,} is a basis of V, v = ¢cyv; + ... + ¢,v,. Then
TSW)=TS(crvr + ...+ cpun) =T(1S(v1) + ... + cnS(vy)) = T(c1pavr + - . . + Cuptnvn)
=cT(v) + ..o+ cupnT(vy) = c1paMvr + - oo+ Cufin Ay,
and
ST(v) = ST(c1v1 + ...+ cpvn) = S(e1T(v1) + ... + e, T(v,)) = S(c1Av1 + ... + cpAnty)

=cMS() + .o F S (vn) = v F -+ Ca A Un.
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So T'S(v) = ST'(v). Since this holds for any v € V, ST =T'S.

Exercise 5.11. The Fibonacci sequence Fi, Fy, ... is defined by
Fr=1, F,=1 and F,=F, s+ F,_1 forn > 3.

Define T' € L(R?) by

z Y
T = :
Y T+y
0 n
(1) Show that 7" = for each positive integer n.
1 Fn+1
0 F,
Solution 5.11. Use induction. Let P(n) =“T" = 7 for each positive
1 Fn+1

integer n.

1 1 F
Base case n = 1: T = = = .

1 0+1 1 5
0 Fy,
Induction Step: Assume that P(k) is true for some k > 1. Then T* =
1 Fia
for some k£ > 1. Then
1 0 i 0 _7 Fy, _ Fo1 _ Foa ‘
1 1 Fr1 Fo+ Fon Foyo
Then P(k + 1) is true.
0 E,
By induction, P(n) is true for any n > 1. Then T™ = for each positive
1 Fn+1

integer n.

(2) Find the eigenvalues of T



1 0
Solution 5.11. Let S =< ¢; = , 69 = be a basis of R?. Then since
0 1
1 0
T(Gl) =T = = €9,
0 1
0 1
T(GQ) =T = = e1 + €9,
1 1
The matrix of T is
01
A= [T] = :
SS 1 1

To find the eigenvalues, we need to solve the equation det(A — AI) = 0. That is A2 —A—1 =

1++5
>

0. So eigenvalues are

(3) Find a basis of R? consisting of eigenvectors of T.

Solution 5.11. Consider the two eigenvalues A one by one.

1 5 1 )
A= +2\/_: Solve the equation (A — +2\/_I )X =0 for X € R?. Solutions are
X € Span
1 -5
A= 2\/—: Solve the equation (A — ) =0 for X € R2. Solutions are

—/6-1
X € Span 2
1

1 1
the matrix under this basis is

V51 —/5-1
Then B =< v, = 2 , U 2 is a basis consisting of eigenvectors of T'. Then
B<—B |:




0
(4) Use the basis from part (c) to compute 7" . Conclude that
1

(=) - (7))

1

F,=—
V5

for each positive integer n.

V5—1 —v5—1
Solution 5.11. Since B= < v; = 2 , Uy = 2 is a basis, the change-of-basis
1 1
matrix
V5—-1 —/5-1
Pscp=| ° 2
1 1
Then )
VE—1  —v6-1 0 1 V5+1
SR e R R
2 S«B|€2 1 1 1 5 \/52_1
Then
O O A O T s B
1 _T(QQ)B_T BHBGQB_TBHBQQB_ 0 1-v5 \/5\/5—1
3 2 2
145 n 143 n+1
() 0 e ) (9)
0 <1_\/g)n \/5 VE_1 5 _<1_\/5>TL+1
2 2 2
Then
n+1 n+1
L[ 10 1 1++/5 1-+/5
T = — (i Vg
1 NG 2 2




0
Since T™
1
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